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Abstract

The goal of this diploma thesis is the development and implementation of a fusion methodfor high resolution optical and SAR imagery. The developed approach is generic and henceit is not limited to cases when exact sensor parameters are known. The idea is to �rst reducegeometric distortions with rather generic transforms, applicable to di�erent kinds of opticaland SAR sensors, respectively. For example, the optical images are ortho-recti�ed usingthe collinearity equations. In the following, the ortho-recti�ed images are prepared for lineextraction. Smoothing, anti-speckling and classi�cation are conducted. The classi�cationserves for partitioning the images into recti�ed ground and unrecti�ed buildings. Next,lines are extracted because classical pixel based registration methods often fail for our veryhigh resolution images. Furthermore, distance images are derived from the extracted lines.They are compared iteratively and resampled one onto the other. This iterative registrationprocedure is modularly constructed and thus allows for adaption to various input imagery.All algorithms are implemented in the open source software library ORFEO Toolbox (OTB).The diploma thesis was accomplished at the Centre National d'Études Spatiales (CNES) inToulouse, section DCT/SI/AP, in cooperation with Communication & Systèmes (CS).
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Résumé

L'objectif de ce rapport de stage est le developpement et l'implémentation d'un modèlede fusion pour les imageries optiques à haute résolution et les images SAR. La méthodedéveloppée est générique et par conséquence, elle n'est pas limitée aux cas où les paramètresdes capteurs sont connus. L'idée est de commencer par diminuer les distorisions géométriquesavec une transformation générique, applicable pour les di�érents types d'imageries. Parexemple, les images optiques sont ortho-recti�ées en utilisant les équations de colinéarité.Ensuite, les images orthorecti�ées sont préparées pour l'extraction de lignes en utilisantplusieurs étapes de �ltrage. Ces �ltrages e�ectuent le lissage, débruitage et la classi�cation.La classi�cation sert à classi�er les images en segments sols recti�és et des bâtiments non-recti�és. Ensuite, les lignes sont extraites car les méthodes basées sur uniquement les pixelsne sont pas assez performantes. Suite à l'extraction des lignes, les images distances sontobtenues. Ces images sont comparées itérativement et re-échantillonées l'une sur l'autre.Cette procédure d'enregistrement est modulaire et par conséquent, elle est adaptée à di�érentstypes d'imagerie. Tout les algorithmes sont implémentés en utlisant la librairie à code sourcelibre ORFEO ToolBox (OTB). Ce travail a été mené au Centre National d'Études Spatiales(CNES) à Toulouse, service DCT/SI/AP, en coopération avec Communication & Systèmes(CS).
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Kurzfassung

Das Ziel dieser Diplomarbeit ist die Entwicklung und Implementierung einer Fusionsmethodefür optische und SAR Bilder hoher Au�ösung. Die Methode ist generisch, da Sie nicht aufspezielle Sensorparameter angewiesen ist. Die Idee ist, zunächst mit generellen geometrischenTransformationen, die sich auf alle optischen und SAR Sensoren anwenden lassen, möglichstviele geometrische Verzerrungen in den Bildern zu beseitigen. Für den optischen Fall werdenz.B. die Kollinearitätsgleichungen genutzt. Die so erzielten ortho-rekti�zierten Bilder werdendaraufhin separat weiteren Analyseschritten unterzogen, um die Unterschiede der Bilder inGeometrie und Radiometrie zu verringern. Nach der Vorverarbeitung der Bilder folgt eineKlassi�kation, um für die spätere Registrierung zwischen rekti�zierten Boden�ächen undnicht rekti�zierten Gebäuden zu unterscheiden. Als nächster Bearbeitungsschritt wird eineLinienextraktion durchgeführt, gefolgt von der Berechnung von Distanzbildern. Die Distanz-bilder der als rekti�ziert klassi�zierten Linien werden in einem iterativen Verfahren verglichenund aufeinander abgebildet. Dieses iterative Verfahren ist modular aufgebaut und erlaubt sodie Anpassung auf die jeweiligen Eingabebilder. Alle entwickelten Algorithmen sind in derORFEO Toolbox (OTB) implementiert. Die Diplomarbeit wurde durchgeführt am CentreNational d'Études Spatiales (CNES) in Toulouse, Abteilung DCT/SI/AP, in Kooperationmit Communication & Systèmes (CS).
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1 Introduction
1.1 Motivation
Within recent years, a variety of new high resolution airborne (Ramses, Pelican, PAMIR,DoSAR) and spaceborne (IKONOS2, ALOS, TerraSAR-X, CosmoSkyMed) imaging remotesensing sensors have been put into place. These sensors are either active (Synthetic ApertureRadar) or passive (optical). Further systems will be launched in near future (Radarsat2,Pléiades) to even extend today's potential of submetric imagery. Hence, new possibilities forthe combined analysis of multi-sensor imagery of very high resolution arise. The combinationof both radar and optical imagery enables the use of complementary information of the samescene and various application scenarios may be thought of.
An example will illustrate the need for combined optical and SAR imagery. In August2002 a natural hazard of enormous extent hit parts of eastern and central Europe: the Elbe�ooding (Fig. 1.1(a)). It caused 100 billion Euros of damage but fortunately almost nolifes were lost due to rapid emergency response. Satellite imagery supported the decisionmaking process. The International Charter "Space and Major Disasters" [CNES, 2007a] wasactivated, facilitating the immediate exploitation of satellite images from international SARand optical sensors. Radar images from ERS2 and Envisat were used to generate a virtual3D landscape model (Fig. 1.1(b)). This model was overlaid with optical images in orderto distinguish between farmland, forests, cities etc. (Fig. 1.2(a)). Furthermore, a risk mapwas derived, enabling emergency prediction. Areas which were in danger to be �ooded aredisplayed in red while safe areas are shown in green (Fig. 1.2(b)). With the support of thisrisk map, much harm could be prevented. Roads were closed in time, windows and doorsof houses within the risk zone were bricked up, entire areas could be evacuated before theywere �ooded. Since all data was continuously updated, changes within the �ooded regionsand the �oods extent could be detected rapidly.Hence, one major �eld calling for enhanced remotely gathered information is rapid changedetection. It is conducted after the occurrence of natural or man-made hazards in order tofacilitate emergency response. Satellites have the advantage of being operational globallywhile airborne sensors provide higher resolution data. Optical sensors provide relatively
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1 Introduction

(a) (b)
Figure 1.1: (a) Extent of the Elbe �ood in eastern Germany in August 2002 ( c ESA 2003),(b) ERS2 images overlaid with infrared images ( c ESA 2003)

(a) (b)
Figure 1.2: (a) DTM generated from radar data overlaid with optical image ( c ESA 2003),(b) Risk map derived from a DTM ( c ESA 2003)
easy to interprete images since their viewing geometry and frequencies are closely related tothe human perspective. With multispectral systems, color data is gathered. Color imagesof metric and even submetric (after pan-sharpening) ground resolution are available fromdiverse satellites. Although it usually takes several days for a satellite to �y again over
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1.1 Motivation
the same region, the relatively large number of satellites allows fast coverage of the areaof interest. Some satellites also provide steering facilities, decreasing the time to reach acertain region. However, airborne sensors are more �exible. Optical data of the scene beforethe hazard stroke the region is usually available. Even in the case of developing countriesbasic optical data very often exists. Multiple automatic and semi-automatic algorithmshave already been proposed to detect changes between two optical images. However, opticalsensors need daylight and an unobstructed view of the scene of interest in order to producemeaningful data. This may not always be the case during or after hazardous events. Areashit by hurricanes or �oods are often located in tropical regions. Hence, dense cloud coveragelimits the use of optical sensors. SAR sensors are not bound to the constraint of daylightand cloudless conditions. The radar technique actively transmits a signal and thus does notdepend on daylight. A SAR sensor, either airborne or spaceborne, is capable of capturingdata even at night, extending data collection time to 24 hours a day. The long wavelengthcompared to the optical wavelength facilitates the penetration of dense cloud layers. However,SAR images are not as easy to interprete as optical images since the viewing geometry andthe wavelength domain are di�erent. Di�erent object features are measured and no colorinformation is available. Additionally, e�ects like layover and shadowing, described in detail in2.3.3, complicate information extraction. Considering the previously outlined advantages anddisadvantages, it seems only logical to combine optical and SAR data. Details not detectablein optical images may appear in SAR images and vice versa. The fusion of optical and SARimages is usually conducted manually. However, manual fusion of multi-sensor imagery isa very time consuming process. In order to obtain accurate results, an experienced remotesensing expert is needed. Time critical applications call for easy to operate automated imageprocessing. Therefore, one focus of CNES' (Centre National d'Études Spatiales) and IPI's(Institut für Photogrammetrie und GeoInformation) current research is on the automatedfusion of optical and radar images as well as on information extraction of such fused data. Inorder to facilitate international cooperation and knowledge sharing, all developed algorithmsare integrated into the open source software library ORFEO Toolbox (OTB1). OTB wasintroduced by CNES. This toolbox contains a set of algorithms for the exploitation of futuresubmetric optical and radar images provided by the ORFEO program. ORFEO is a French-Italian high resolution Earth observation program. The CNES provides two optical satellites(Pléiades) and the ASI (Agenzia Spaziale Italiana) four radar satellites (CosmoSkyMed).Hence, one focus of ORFEO is on the joined exploitation of submetric resolution optical andradar imagery. Refer to Annex A for further details of the ORFEO program.
1see the OTB webpage http://otb.cnes.fr

3

http://otb.cnes.fr


1 Introduction
1.2 State of the Art
The fusion of digital imagery is a valuable tool for the combined exploitation of imageryfrom multiple image sources or just di�erent frequency bands. It is applied in such di�erent�elds like medical imagery, computer vision, close range photogrammetry and remote sensing.Hence, image fusion is not a technique limited to remote sensing imagery at all. For example,various algorithms have been introduced for medical imagery (e.g. the fusion of MRT andCT images) and proved to be very useful for this remote sensing project, too. As alreadymentioned in the very �rst sentences of the motivation, the �eld of high resolution imag-ing sensors, either airborne or spaceborne, has been enriched enormously during the pastfew years. This development facilitates the combined exploitation of multi-sensor, multi-resolution, multi-temporal and multi-frequency imagery. Additionally, fusion is not limitedto merging one image with another image. Current research e�orts also comprise the fusionof remote sensing imagery with GIS data and maps. Several di�erent fusion approaches exist,usually based on pixel level or on feature level.

Figure 1.3: IKONOS 1 m pan-sharpened imagery showing the MCG and Tennis Center inMelbourne, Australia [Fraser, 2007b]
For example, the arithmetic combination of raster images on pixel level is commonly usedfor pan-sharpening (Fig. 1.3). Pan-sharpening is used in order to achieve both high spectraland spatial resolution in one image. It consists of the combination of high spectral reso-lution bands with a band of a high spatial resolution. It is conducted by multiplying themulti-spectral bands with the panchromatic band. A division by a synthetic intensity bandfollows up. Another technique commonly used in remote sensing is the principle componenttransformation (PCT) [Morrison, 1976] which may also be thought of as kind of a fusiontechnique. However, these fusion approaches usually call for data captured by the same kindof sensor. They fail as soon as great di�erences in both geometry and radiometry arise. Thisabsolutely is the case for high resolution optical and SAR imagery. In order to achieve a �ne
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1.3 Objective of this Project
registration and fusion of submetric optical and SAR images, comprehensive modelling hasto be done. Both geometry and radiometry have to be considered carefully. Therefore, an-other fusion approach, preferably on feature level, has to be developed. A variety of researche�orts have already been made in order to merge optical and SAR data. One of the �rstpapers from CNES, proposing a solution on feature level, is [Inglada and Adragna, 2001].Therein, the registration issue is stated as �nding the geometric transformation minimizingthe distance between extracted features in both images. First, edges are extracted in bothimages. A distance image computing the Euclidean distances from the edges of the slaveimage to the edges of the master image is determined. The mean of this image is de�nedas the registration error. It is minimized by �nding a rigid geometric transformation thatwell maps one image onto the other. A genetic algorithm is deployed for the minimizationin order to avoid local minima. It is tested on rather low resolution ERS SAR and SPOT4data. In [Inglada and Giros, 2004] several similarity measures, e.g. mutual information, areused for automatic �ne registration of optical and SAR imagery. Local optimization of bothsimilarity and deformation is proposed. After testing with SPOT4 and ERS2 images, defor-mation grids of sub-pixel accuracy are achieved. Furthermore, the automatic optical-SARDEM estimation from a single satellite based on the deformation grid is proposed. Basedon these results, [Inglada and Vadon, 2005] ortho-rectify and �ne register SPOT5 and En-visat/ASAR images. Registration errors due to DEM errors are estimated. In [Galland et al.,2005] optical and SAR images are �ne registered on feature level. Lines are extracted in bothimages. The registration process is used to re�ne comprehensive sensor models incorporatingphysically existing values (e.g. the sensor velocity and the terrain height). For the imagetransformation, a quadratic polynomial approach is chosen.
1.3 Objective of this Project
The objective of this project was the development of an image processing chainfor the fusion of high resolution optical and SAR imagery. It was decided todevelop a generic step by step approach, capable of registering images basedon extracted features rather than on pixels. Indeed, at high resolution, pixelapproaches fail on above ground structures. An approach on a higher semanticlevel is required. No detailed knowledge of the sensor parameters is needed.Therefore, the fusion would later on be generally applicable to many kinds of remote sensingimagery. A registration strategy based on the projects outlined in the previous section wasdeveloped. The goal was to enable feature based registration of unrecti�ed optical and SARimages with submetric resolution in urban areas. New aspects of this fusion approach arethe very high resolution of the images, the introduction of a classi�cation and the modular
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1 Introduction
construction of the entire processing chain based on the open source software library OTB.Modules not already existing were programmed in C++ and integrated into OTB. Eachmodule of the processing chain was put to test. Usually, the results of several di�erenttechniques for each module were compared and the most promising was kept. However, theemphasis was not on the �ne tuning of all processing parameters, but on the overall fusionstrategy as well as on the implementation of the modules. This work is meant to serve as abasis and give new ideas for future research in the �eld of multi-modality image registration.
1.4 Structure of this Report
The structure of this report follows the developed image fusion process step by step. Chapter2 provides the essential theory of remote sensing imagery. It consists of three main sections.Section 2.1 introduces the reader to the common physical background of optical and radarimagery: electro-magnetic waves. The two following sections describe in detail the mostimportant properties of optical (section 2.2) and radar (section 2.3) sensors and their images.The radar section also explains the fundamentals of the Synthetic Aperture Radar techniquewhich was used for capturing the test image.
Based on the essential theoretical background, the developed image registration strategy isintroduced in chapter 3. First, the two test images, one optical image and one radar image,are displayed and their sensors are stated. Then, the reader is provided with an overview ofall necessary registration steps. In the following sections and chapters, such image processingsteps are explained in further detail. The �rst image processing step, the ortho-recti�cation ofboth images, is described in section 3.3 and the corresponding equations are given. Followingup is section 3.4 explaining the preprocessing. In particular, the smoothing �lters applied tothe images and their corresponding mathematical modelling is outlined.
After the geometric recti�cation and preprocessing of both images, chapter 4 describesclassi�cation and feature extraction. Two classi�cations, the �rst one used as initializationfor the second one, were applied to the images. The �rst classi�cation is pixel-based deployingSupport Vector Machines (section 4.1). Thereafter, a re�nement of the results is achievedconsidering image statistics with aMarkov Random Field classi�cation (section 4.2). Sections4.3 and 4.4 explain the algorithms implemented for feature extraction. The last section ofthis chapter brie�y outlines the Danielsson technique for computing distance images fromfeature images (4.5).
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1.4 Structure of this Report
Chapter 5 describes the registration that is necessary for the image fusion. First, anoverview is given, providing the reader with the layout of the image registration framework.Thereafter, the modules of the registration framework are described in detail. Section 5.2explains the transform, section 5.3 the interpolation, section 5.4 the similarity measure andsection 5.5 the optimizer. The following chapter 6 displays and discusses the results achievedwith the image fusion approach proposed in this report. The �nal chapter 7 gives a conclusionand some future perspectives for further enhancements.
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2 Theoretical Background
This chapter familiarizes the reader with particular problems that complicate the image fusionprocess. It begins with the fundamental physical "concept" that optical and SAR sensorshave in common: electro-magnetic waves. A brief introduction to this widespread topic withthe focus on the sensors is given (section 2.1). In the following, the essentials of optical andSAR imagery are explained. In order to implement an appropriate automatic fusion processfor optical and SAR images, it is absolutely necessary to carefully account for the di�erentproperties of the sensors. Two main �elds have to be considered:

� radiometric properties and
� geometric properties.

In the following sections 2.2 and 2.3, the image capturing technique of the sensors is explained.First, the focus is on the sensors (2.2.1, 2.3.1 and 2.3.2). The later on geometric deformationmodelling in 3.3 is based on considerations of these sections. Then, the image properties aredescribed (2.2.2 and 2.3.3). Di�erences between optical and SAR images are emphasized.
2.1 Propagation and Scattering of electro-magnetic Waves
Electro-magnetic waves are the most commonly measured information source in remote sens-ing. Their precise determination in terms of signal wavelength, amplitude, plarization, andphase with airborne or spaceborne sensors allows for the gathering of chemical and physicalinformation of the object of interest. Imaging sensors for Earth observation capture electro-magnetic radiation either in the visible and near-infrared spectrum or in the micro-wavespectrum (Fig. 2.1). The visible and near-infrared radiation is captured with optical sensors.This spectrum allows for the detection of chemical properties of the ground objects. Forexample, near-infrared radiation is strongly emitted by plants. The more chlorophyll theplants contain, the higher is the amplitude of the emitted near-infrared radiation. Further-more, the amount of chlorophyll within a particular plant tells about its �tness. This �tnessunveils ingredients of the soil and so on. Hence, lots of optical sensors (e.g. the LANDSATand SPOT satellites) measure radiation in the near-infrared spectrum for environmental andagricultural applications.

9



2 Theoretical Background

Figure 2.1: The spectrum of electro-magnetic waves ( c University of South Carolina)
The microwave spectrum is captured with radar sensors, measuring mainly physical prop-erties. Due to the radar's high sensitivity for water, humidity measures can be carried out.Furthermore, radar tells about the roughness and the electrical conductivity of objects. Con-straints for the choice of the particular wavelength are imposed by the atmosphere. It limitsthe propagation of electro-magnetic waves to certain spectral bands within the optical andthe microwave spectra. Very short waves with wavelengths smaller than 0.35 �m do not passthe atmosphere at all. Up to a wavelength of 14 �m, several spectral windows of di�erentsizes exist. Between 14 �m and 1 mm, any radiation is completely absorbed by the atmo-sphere. The next spectral window opens up between 1 mm and 5 cm, enabling microwavetechniques. Any radiation emitted by the sun (optical sensor) or the sensor itself (radar sen-sor) is bound to severe perturbations until it is �nally captured. On its way to the Earth'ssurface, the electro-magnetic waves propagate through the Earth's atmosphere. They arere�ected on the ground and propagate through the atmosphere a second time on their wayto the sensor. The atmosphere as well as the ground have an impact on the properties of thewaves and hence on the resulting image itself. In order to choose the appropriate wavelengthfor an application and to make use of occuring e�ects for image analysis, electro-magneticwave propagation and di�usion have to be well understood.
While propagating through the atmosphere, electro-magnetic waves are a�ected by scat-tering. Scattering describes the e�ect of a direction change of the wave due to very smallparticles always present in the atmosphere. These particles are e.g. molecules and aerosols.The radiation is absorbed by these particles and immediatly emmitted again. While energyand wavelength stay constant, the propagation direction of the wave changes. Two main typesof scattering are distinguished: Rayleigh Scattering and Mie Scattering. Rayleigh Scattering
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2.2 Optical Imagery
occurs if the objects in the atmosphere are small compared to the wavelength [Sörgel, 2006].The intensity I, a�ected by scattering, strongly depends on the wavelength �.

I � 1�4 (2.1)
A well known example for Rayleigh Scattering in the optical spectrum is the blue colorof the sky. Due to a smaller wavelength of blue light compared to red light, the blue wavesare scattered ten times more than the red light. Hence, the sky occurs blue during the day.In the microwave spectrum of radar sensors, Rayleigh Scattering is due to rain drops. As aconsequence, long wavelengths are desireable for weather independent remote sensing. It hasto be considered that the molecules or atoms causing Rayleigh Scattering are rather regularlyshaped. Hence, Rayleigh Scattering is almost isotropic.

Aerosol Size [�m]Vapour, fume, haze 0.001 - 0.5Industrial fume 0.5 - 50Fogg, clouds 2 - 30Drizzle 50 - 200Raindrops 200 - 2000
Table 2.1: Characteristic size of the most common aerosols [Kasser and Egels, 2001]
This is not the case for Mie Scattering. Mie Scattering occurs if the objects in the atmo-sphere are approximately of the same size as the wavelength. Within the optical spectrum,Mie Scattering is due to aerosols (see Tab. 2.1). For the microwave spectrum e.g. birdsmay cause Mie Scattering. Such objects are of rather irregular shape and therefore causeanisotropic scattering. Additionally, aerosols are distributed rather non-uniformly. Theirdensity beneath �ve kilometers altitude varies over time, due to wind and human activities(e.g. industrial fumes).

2.2 Optical Imagery
First remotely gathered optical images in large quantities date back to the �rst world war.Pilots, �ying above the enemy's troops in propeller driven airplanes, leaned overboard andtook pictures with analog cameras. Black and white images were developed from the exposedglass plates which were emulsi�ed with a silver layer. Today's modern optical sensors capturedigital images in various spectral bands. They determine the sensor's location in real-time,combining GPS (Global Positioning System) and IMU (Inertial Measurement Unit) measure-ments. Applications range from data acquisition for GIS (Geographic Information Systems)
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2 Theoretical Background
and environmental monitoring to complete 3D modelling of cities (e.g. Google Earth, Mi-crosoft Virtual Earth). A large variety of both airborne and spaceborne sensors exists, eachof them particularly designed for a special application. The following sections will describethe basics of optical remote sensing imagery. Although analog airborne cameras are still inoperation, the focus will be on digital sensors. Section 2.2.1 explains the sensors whereassection 2.2.2 describes the images.
2.2.1 Principle of Optical Sensors
The imagery we use in this project is captured with digital sensors, either airborne or space-borne. They are speci�cally designed to study the shape, details and contours of objects onthe surface of the earth. Spectral bands of choice are the visible and near infrared spectra inrather broad spectral bandwidths. The panchromatic channel (bandwidth between 100 - 200nm) around the visible spectrum (380 - 780 nm) enables the best spatial resolution. Usually,adding two or three narrower bands (bandwidths 50 - 100 nm) with a lower spatial resolutionprovides su�cient results for imaging purposes [Assemat et al., 2005]. The digital detectorsinside the cameras are very sensitive, o�ering low noise and small pixels (often less than 10x 10 �m2). Two main con�gurations of the CCD detectors have to be distinguished: one-dimensional layouts with a linear array of several independent detectors and two-dimensionallayouts that are composed of a mosaic of multiple detectors. Instruments with a linear de-tector con�guration are so-called pushbroom sensors (Fig. 2.2(c)). Fig. 2.2(b) shows thelinear CCD detector con�guration of the Pléiades High Resolution (PHR) instrument of thePléiades satellites while Fig. 2.2(a) shows the entire camera. Pushbroom detector layouts arealso used in airborne sensors like the Leica ADS40 (Fig. 2.3(a)). An example for a detectorcomposed of CCD mosaics, called frame camera, is the airborne sensor Vexcel ULTRACAMX(Fig. 2.3(b)).For pushbroom scanning, a 2D image is created by moving a 1D line of p detectors overground at high speed (Fig. 2.3(c)). In other words, the second dimension actually resultsfrom the fast forward motion. A linear CCD detector is situated perpendicularly to thevelocity vector of the sensor. The time Tl, the sensor needs to pass over a pixel of size�xgr (ground sample distance) on the ground, depends on its velocity on the ground Vgr(Tl = �xgrVgr ). For example, the HRG imaging instrument on board of the SPOT5 satellite,�ying at an altitude of 832 km, samples 12,000 pixels every 5 m on the ground ( 6.5 �mpixel size in the focal plane) within 0.75 ms at a ground speed of 6.7 km=s [Assemat et al.,2005]. In order to enhance the ground sample distance, the SPOT5 satellite actually has twolines of CCD detectors. The second detector line is shifted by half a pixel thus decreasingthe ground sample distance to 2.5 m. Frame camera images include p columns and n rows
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2.2 Optical Imagery

(a) (b) (c)
Figure 2.2: (a) The layout of the Pléiades High Resolution (PHR) instrument with a primarymirror size of 650 mm ( c CNES), (b) The focal plane assembly of the PHRinstrument ( c CNES), (c) Imaging principle of a satellite pushbroom line scanner[Fraser, 2007b]

(a) (b) (c)
Figure 2.3: (a) The airborne digital sensor Leica ADS40 2nd Generation is a line scanner ( cLeica), (b) The airborne digital sensor Vexcel ULTRACAMX captures the lightwith a CCD mosaic of 13 arrays, 9 pan-chromatic and 4 color arrays ( c Vexcel),(c) Imaging principle of the Leica pushbroom line scanner ( c Leica)
of usually multiple CCD arrays. All columns are oriented in �ight direction (parallel to thevelocity vector) whereas the rows are oriented perpendicularly. Like amateur cameras, remotesensing cameras need a certain exposure time in order to capture images. This exposure timeTe has to be smaller than the time Tl the sensor needs to pass over the pixel on the ground.Between two successive image exposure centers there is a time delay Td. It is used to readand to transfer the image which is still contained in the n � p registers of the CCD mosaic.For very high spatial resolution images the possible exposure time decreases due two lowcharge integration times of the CCD arrays. Smear e�ects can occur because Te becomes
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2 Theoretical Background
greater than Tl. Two di�erent techniques exist in order to compensate for the smear e�ect.Their goal is to always keep the observed point on the ground immobile in the focal planeduring exposure. The �rst possibility is to mechanically correct for the sensor motion. Onsome satellites a moving mirror is located near the perspective center and the CCD detectorscapture only light re�ected into the instrument by the mirror. This mirror compensates thesatellite forward motion by slightly rotating backwards , i.e. in the opposite direction of thevelocity vector during exposure. The second technique corrects the smear e�ect electronicallywithin the CCD array. Charges within the CCD array are transferred to the neighboring rown in the direction opposed to the �ight direction. The velocity of this charge transfer hasto be synchronized with the actual sensor velocity. For airborne sensors the velocity ismeasured with navigational equipment, in particular with GPS. The parameters for satellitesare derived from the orbit parameters which themselves are constantly re�ned using GPSand startracker measurements. The trajectory of satellites can be approximated locally verywell with a Keplerian orbit. However, satellites are equipped with solar panels which areautomatically adjusted with small electric motors from time to time. This adjustment resultsin small attitude changes of the platform and in micro-vibrations which can not completelybe measured. Thus, the reduction of these residuals introduced to the images has to beconducted during post processing. Airborne sensors are exposed to more severe and abruptattitude changes than satellites. Due to permanent turbulences in the air, the aircraft showsroll, pitch and yaw motions. The amplitude and frequency of such attitude changes is directlyrelated to the turbulences in the atmosphere. Hence, attitude changes along the three axis ofthe sensor have to be measured continuously deploying an inertial measurement unit (IMU).These high frequency measurements are complementary to the rather low frequency GPSmeasurements. IMU measurements �ll the gap between the GPS positions. However, GPSprovides a much better long term stability than the IMU. Usually, an approach based onKalman �ltering is applied in order to combine both IMU and GPS measurements. Thus,the IMU drift is corrected with the very stable GPS data. However, very high frequencyturbulences due to thermal lift, in particular above urban areas, cannot be measured directlyand would result in image distortions. This e�ect can be prevented by installing the sensoron a gyro stabilized platform which corrects for high frequency attitude changes in real time.
Besides image distortions due to the sensor motion, further distortions have to be con-sidered: small errors are introduced by its optics, mainly decentering distortion (dxdist�d,dydist�d) and radial lens distortion (dxdist�r, dydist�r) (refer to Annex C for the correspond-ing equations), distorsions of the focal plane (dxunflatness, dyunflatness), errors in the interiororientation elements (dxIO, dyIO), atmospheric refraction (dxrefraction, dyrefraction) and theearth curvature (dxearthcurvature, dyearthcurvature) [Fraser, 2007a]. Decentering e�ects are due
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2.2 Optical Imagery
to lenses that are not symmetrically mounted on a straight line. The radial lens distortion,usually small but typical for wide angle airborne cameras, results in either barrel distortionor pincushion distortion (Fig. 2.4) of the image.

(a) (b) (c)
Figure 2.4: (a) Object, (b) Barrel distortion, (c) Pincushion distortion

Focal plane un�atness e�ects in CCD arrays, although usually small, lead to displacemente�ects of image points and have to be accounted for. Calibration of the sensor may notalways be conducted under laboratory conditions because the focal plane assembly of somedigital frame cameras consisting of several 2D CCD arrays becomes unstable under �ightconditions [Jacobsen, 2007]. This distortion is highly correlated with residuals in the interiororientation parameters. In case of the classical frame camera the parameters of the interiororientation are the o�set of the principle point from the CCD array center (�x; �y) in theimage plane and the focal length (f). Atmospheric refraction occurs because light followsa curved path as it passes through layers of di�erent atmospheric pressure. The refractioncorrection is radially inwards for near-vertical airborne sensors. It is made based on a standardatmosphere for both airborne and spaceborne sensors. Earth curvature has to be correctedfor if the swath width of the sensor becomes signi�cantly large and non-cartesian referencecoordinate systems (e.g. UTM) are used. All previously described physical deviations froma straight line between the object point, the perspective center and the principle point ofthe sensor give rise to a perturbation (dx, dy) in the image point location. The correctionfor these perturbations is modelled with Eq. 2.2. Refer to [Fraser, 2007a] for the detailedcalculation of the perturbations.
dx = dxdist�r + dxdist�d + dxIO + dxunflatness + dxrefraction + dxearthcurvaturedy = dydist�r + dydist�d + dyIO + dyunflatness + dyrefraction + dyearthcurvature (2.2)

Although airborne and spaceborne sensors show many similarities, important di�erencesexist. The main di�erence between airborne and spaceborne optical sensors is their �eld of
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2 Theoretical Background
view. It depends on the size of the CCD array in the focal plane and the focal length. Inorder to capture images from space with a reasonably high resolution, the focal length ischosen very long and hence the �eld of view is small. For example, the IKONOS satellitelaunched in 1999 has a �eld of view of 0,9�. In consequence, the light rays captured by thespaceborne sensor are almost parallel which leads to less occluded areas in cities. In otherwords, the spaceborne sensor can look down to the street level next to skyscrapers whereasairborne sensors will only see the building facades.
2.2.2 Properties of Optical Imagery
One of the inputs for this project is a digital, optical, grey scale image. It can be interpretedas a simple matrix, which represents the grey levels of a scene. In Fig. 2.5 we can clearlysee that each grey value of the image actually is a digital number within the matrix. Due toquantization, this grey value is always an approximation of the radiometry. Its spatial locationis provided by the image coordinates (x, y) of the matrix element (pixel). In mathematicalterms we can say that an image consists of a regularly sampled two-dimensional function. Itprovides a value proportional to the brightness emitted by the scene for each sample point[Assemat et al., 2005].

Figure 2.5: Image matrix of a grey scale image (grey values between 0 and 255)
The brightness of a pixel displays the re�ectivity of an object on the ground in the spectralband of the sensor. Most sensors are capable of capturing data in several spectral bands (seealso 2.2.1). Each band can be displayed as an own two-dimensional image. Therein, any pixelis assigned a re�ectivity value of the corresponding wavelength. Hence, images captured bysensors with multiple spectral bands may consist of several layers of subimages (which donot necessarely have the same pixel size). The curve of the re�ectivity magnitude of objectsover the entire spectrum is called their spectral signature. It is distinct for many land covertypes and thus very useful for classi�cation purposes. In order to specify certain criteria forimage product requirements, a number of standard, quanti�able quality measures for opticalimagery are necessary. They ensure that an image product meets user needs. In terms of
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2.2 Optical Imagery
resolution, three di�erent categories exist for evaluating digital imagery: the spectral, thespatial and the radiometric resolution. The spectral resolution is the ability of the sensor todiscriminate di�erent wavelengths of the electro-magnetic spectrum. It incorporates both thenumber of spectral bands as well as the corresponding spectral bandwidths. Spatial resolutiondescribes the smallest angular or linear object separation on the ground that can be resolved.This measure has to be carefully distinguished from the ground sample distance (GSD) whichis the size of an image pixel projected onto the ground. In fact, the spatial resolution can behigher than the GSD since interpolation techniques enable subpixel resolution. Additionally,bright features that are much smaller than the GSD may spread over one or several pixels.Another important quality descriptor is the radiometric resolution. It measures the sensitivityto di�erences in signal strength of the radiant �ux received by the sensor [Fraser, 2007b]. Forexample, within a panchromatic image the sensitivity translates to the number of grey levelsbetween black and white. Another important quality measure related to radiometry is thenoise level. It is the ability of the sensor to obtain a uniform image for a uniform landscape.For cartographic mapping purposes, planimetric and elevation accuracy of the imagery arealso important.
In order to achieve high quality images in terms of geometry and radiometry, much at-tention has to be paid to its generation. A mathematical model is introduced in order toprevent disturbing e�ects, e.g. aliasing. The appropriate model varies with the sensor itis applied to. The linear model brie�y outlined in the following was developed for imagerytaken by the French SPOT1 - SPOT4 satellites (refer to [Assemat et al., 2005] for a moredetailed description). The raw image captured by a SPOT satellite is assumed to consist oftwo summands, the ideal image folded with a �lter modelling the sensor device (the so-calledinstrument's impulse response) and noise. A two-dimensional Dirac comb discretizes the con-tinuous input signal. The discrete image is transfered to a spectral representation involvinga Fourier transform of the raw image. A Fourier transform is also applied to the instrument'simpulse response, which is then called a Modulation Transfer Function (MTF). The MTFexpresses the attenuation factor for spatial frequencies of the imaged scene on the ground.In order to capture high spatial frequencies, the MTF has to be high. In case the MTF istoo low, undersampling of the image occurs. Three main parameters have to be speci�edfor the entire mathematical model: One geometric parameter, the sampling grid, and tworadiometric parameters, the MTF and noise. The sampling interval of the orthogonal grid isthe product of the satellite's velocity on the ground and the sampling time (see also section2.2.1) and the noise is speci�ed in terms of the mean signal-to-noise ratio (SNR). The MTFis de�ned as the product of the optics MTF, the detector MTF and the image motion MTFalong a column (which is parallel to the velocity vector).
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2 Theoretical Background
2.3 Radar Imagery
This section will �rst explain the basic radar theory for the detection of targets as well asthe fundamentals of imaging radar sensors (section 2.3.1). The development of the SyntheticAperture Radar (SAR) technique led to a signi�cant improvement of the resolution in azimuthdirection of imaging radar sensors (2.3.2). However, the SAR technique incorporates someconstraints which have to be taken into consideration when analysing such images. Radarsensor properties and SAR characteristics in particular will be explained in section 2.3.3.
2.3.1 Radar Principle
The acronym radar stands for Radio Detection and Ranging. It was originally developedby the military for the detection of ships and aircrafts. First radar developments date backto the time between the �rst and the second world war. Radar enables the detection ofthe direction of an object in relation to the radar sensor as well as the range between theradar sensor and the object. Hence, the position of an object detected by a radar sensorcan be determined if the position of the sensor itself is known with su�cient accuracy. Theradar usually deploys electro-magnetic waves in a frequency band of 0.225 GHz to 36.0 GHzwhich translates to wavelengths between 133 cm and 0.83 cm (refer to Tab. 2.2 for radarfrequency bands). However, radar sensors for particular applications with lower frequencies(e.g. over-the-horizon coastal radar systems, 3 - 30 MHz) or higher frequencies exist.

Band Frequency Interval WavelengthP 0.225 - 0.390 GHz 133 - 76.9 cmL 0.39 - 1.55 GHz 76.9 - 19.3 cmS 1.55 - 4.20 GHz 19.3 - 7.1 cmC 4.20 - 5.75 GHz 7.1 - 5.2 cmX 5.75 - 10.90 GHz 5.2 - 2.7 cmKu 10.90 - 22.0 GHz 2.7 - 1.36 cmKa 22.0 - 36.0 GHz 1.36 - 0.83 cm
Table 2.2: Radar frequency bands

Radar sensors have two main advantages compared to optical sensors. The �rst advantageis the longer wavelength of the radar, which enables ground imaging even through densecloud coverage. The second advantage is the radar's capability of collecting data at both dayand night time. Radar sensors, emitting and receiving signals, are called "active". Opticalsensors capture the ground re�ection of the sun light and are called "passive" sensors. Thus,optical sensors are only capable of capturing meaningful data at daytime while radar sensorsare daylight independent.
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2.3 Radar Imagery

Figure 2.6: Principle of Side Looking Airborne Radar (SLAR) ( c Institut für Photogram-metrie (ifp), Universität Stuttgart)
While the �rst applications consisted of target detection for military applications, �rstimaging radar sensors were introduced in the 1950s. Radar with real aperture (RAR) wasinstalled on aerial platforms for mapping purposes. This technique is called Side LookingAirborne Radar (SLAR), since the sensor is installed on one side of the aircraft (Fig. 2.6).The SLAR signal consists of a series of short, coherent micro-wave pulses, transmitted aslantto the ground, perpendicularly to the �ight direction. The signal re�ections from the groundare captured by the sensor. Thus, the distance between sensor and object (slant range) isdetermined by multiplying the time of �ight of the signal with the speed of light. It hasto be halfed since the signal propagates forth and back the same distance. The power ofthe backscattered signal depends on the sensor design, the backscattering properties of theobject (geometric shape, directivity, re�ectivity) and the radar equation (Eq. 2.3).

PE = PS �G2 � �2 � �(4�)3 � r4 � Lv (2.3)
PE : received power [W ] �: wavelength [m]PS : transmitted power [W ] �: radar cross section �m2�G: antenna gain of the receiving antenna [dB] r: range distance �m2�LV : dimensionless factor subsumming the overall system loss
The time of �ight of the signal and its intensity are captured by the sensor. The time of�ight determines the distance whereas the intensity leads to the image grey value. Length,width and orientation of the imaged area on the ground depend on the antennas position
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2 Theoretical Background
and orientation as well as on the transmission direction of the micro-waves. The transmissiondirection varies due to roll, pitch and yaw motions of the sensor platform (aircraft or satellite).The geometric resolution of a radar sensor is usually anisotropic. With resolution, we meanthe minimal distance between two objects on the ground that still allows for their distinction.The resolution in �ight direction (along-track, azimuth resolution) di�ers from the resolutionperpendicular to the �ight direction (across-track, range resolution). The geometric slantrange resolution �sr depends on the duration of the transmitted pulse � and the speed oflight c (Eq. 2.4). The pulse duration itself derives from the signal's bandwidth B. Thegeometric resolution �gr on the ground depends on c, � and on the local look angle �L (Eq.2.5).

Figure 2.7: Across-track resolution of a RAR sensor; d: antenna length, h: altitude of thesensor, �: wavelength and �=h: angular resolution
�sr = c�2 � c2 �B (2.4)
�gr = c�2sin�L (2.5)

Regarding Fig. 2.7, it becomes obvious that the ground range resolution degrades by mov-ing the sensor's inclination to the nadir (decreasing look angle). A more aslant perspectiveimproves the ground resolution. Usually, the across-track di�raction angle (in elevation di-rection) is chosen large in order to achieve an enhanced swath width. On the other hand,the angular resolution �a in along-track (azimuth) direction is chosen very small because itleads to the corresponding ground resolution. The geometric ground resolution in azimuthdirection can be approximated by multiplying �a with the distance to the imaged object (Eq.2.6).
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2.3 Radar Imagery

�ra = �aR � �Rd (2.6)
Therefore, an enhancement of the geometric ground resolution in azimuth direction witha RAR sensor requires a small wavelength and a long antenna. Additionally, the very longdistance between sensor and object, in particular for spaceborne sensors, calls for extremelylong antennas in order to achieve a su�cient resolution. However, neither the construction ofin�nitely long antennas (the spacecraft limits the satellites extent and weight) nor in�nitelysmall wavelengths (a smaller wavelength increases the losses within the atmosphere) arepossible. Hence, another radar technique is usually used for high resolution Earth imagingapplications: Synthetic Aperture Radar (SAR).

2.3.2 SAR Technique
The SAR technique improves the spatial resolution in azimuth direction. It is based on theidea of simulating one large antenna out of several measurements. Measurements are takenalong the trajectory of the sensor with a certain pulse repetition frequency (PRF). Multipleradar pulses are emitted and received. Hence, an object on the ground is illuminated bymultiple radar pulses as long as it is located inside the footprint of the sensor. The re�ectedpulses, send from di�erent antenna positions at di�erent moments, are combined for thesimulation of one long antenna. This is a contrast to the RAR approach. The RAR techniqueconsiders a ground object to be illuminated only once. No combination of the re�ectedpulses is conducted. In fact, the length of the synthesized SAR antenna equals the distancebetween the �rst and the last antenna position from which a ground object is illuminated.The mathematical model, well explaining the synthesis of one long antenna, is based on theDoppler shift fD (Eq. 2.7).

fD = �2 � vrel� (2.7)
A Doppler shift between di�erent sensor antenna positions occurs. It is due to the changeof the relative velocity along the line-of-sight vrel between antenna and object. vrel changesbecause the distance between sensor and object changes whereas the absolute sensor velocityis constant. In fact, the distance curve is a parabola. Its apex is located at the shortestdistance r0 between sensor and object. This also is the point of the lowest relative velocity,i.e. the Doppler frequency is zero fD0. In order to combine all radar echos for the synthesisof one long antenna, the distance variation has to be accounted for. This goal is achievedby evaluating the Doppler shift. The great advantage of SAR over RAR is the SAR's im-proved spatial azimuth resolution. In contrast to RAR, it is completely independent from
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2 Theoretical Background
the sensors distance to an object and its wavelength (compare Eq. 2.6 and Eq. 2.8). It canbe approximated by the half length D of the synthesized antenna:

�SARaz = D2 (2.8)
As a matter of fact, the azimuth resolution of SAR improves with increasing antenna lengthD whereas the RAR's azimuth resolution deteriorates. The SAR signal u itself is complexand consists of a real part ui and an imaginary part uq (Eq. 2.9). Both complex componentsmay be displayed as cartesian coordinates of the signal (Fig. 2.8). Additionally, the pixelvalue of a SAR image is the sum of multiple coherent signal re�ections on the ground (Eq.2.10). Various independent scatterers within one resolution cell contribute to the �nal signalreceived by the sensor [Goodman, 1985; Sörgel, 2006]. The fact that the pixel value is thecoherent sum of a large number of complex signals also leads to the speckle e�ect. It isdescribed in further detail in the following section 2.3.3.

Figure 2.8: Complex cartesian representation of the SAR signal
u = ui + juq (2.9)

ui = Re fug = 1N
NX
n=1 ancos�n ; uq = Im fug = 1N

NX
n=1 ansin�n (2.10)

In order to model SAR images appropriately, e.g. for classi�cation purposes, the imagestatistics have to be well understood. Statistics of singlelook intensity images follow anexponential distribution. Multilook intensity images are �2-distributed. This is not the casefor amplitude images. Singlelook amplitude images are Rayleigh distributed while multilookimages follow a �-distribution.
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2.3.3 Properties of SAR Imagery
SAR images have certain properties that may cause di�culties during image analysis forunexperienced interpreters. A mapping of a plane from the ground to the image is non-linear[Sörgel, 2003] since the radar principle consists of measuring distances between the sensorand the object (Fig. 2.9(a)). For human interpreters this fact appears somehow disturbingat �rst because it does not correspond to our eye perception. The radar principle of distancemeasures causes layover, shadowing and foreshortening e�ects.

(a) (b)
Figure 2.9: (a) Mapping of �at ground, (b) Layover

Layover appears if the inclination of a plane is higher than the look angle of the radarsensor (Fig. 2.9(b)). For example, the distance between the highest point of the mountain(B) and the radar sensor is smaller than the distance between the lowest point (A) and thesensor. Hence, the inclination of the plane on the ground is higher than the look angle �.The highest point is mapped closer to the sensor (B1) than the lowest point (A1). This e�ectalso appears in urban areas at buildings because vertical building facades in general have ahigher inclination than the look angle. In conclusion, the buildings' facades appear upsidedown in the image. The very bright lines (due to double bounce e�ects of the signal) wherewalls meet the ground are mapped onto the roof.Shadowing occurs if the inclination of a plane facing away from the sensor is bigger than thecorresponding look angle (Fig. 2.10(a)). Point D is not mapped into the radar image since itis located within a shadowed area. It is occluded by the mountain top B. Shadowed regionsappear dark in radar images. Shadowing poses serious image analysis problems, in particularin urban areas. An increasing look angle results in more severe shadowing e�ects, i.e. layover
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(a) (b)
Figure 2.10: (a) Shadowing, (b) Foreshortening

declines and the resolution is enhanced. As a trade o�, more areas are dark in the image.In optical imagery objects may also be obstructed by higher objects on the ground due toa not pure nadir view of the sensor. However, the best resolution in case of optical imageryis achieved in nadir direction which also results in the least obstructed regions. Hence, inoptical imagery the opposite relation of resolution and occluded regions is valid. This fact isa very important di�erence between radar and optical sensors. It constraints both imagingtechniques to certain applications.
The third e�ect, typical for radar images is foreshortening (Fig. 2.10(b)). It appearsbecause the ground terrain usually is not �at. Inclined planes facing towards the sensorare mapped shorter in the image than they appear on the ground. They appear brighterin the image since the entire energy of the ground area sums up in a relatively small areain the image [Sörgel, 2003]. Another e�ect disturbing SAR images is speckle. It appearsbecause the resolution cell size of the SAR sensor is usually bigger than the wavelength (referto Eq. 2.10). Hence, the captured signal intensity within an resolution cell is in fact thecoherent sum of multiple interfering signal responses. In case the ground object's surface isrough compared to the wavelength, many signals contribute to the measured overall sum.This sometimes results in a very high amplitude and in a low amplitude at other locations.A�ected areas show high contrast between neighboring pixels (salt-and-pepper). Additonally,speckle is distributed non-uniformly. Hence, any kind of image analysis has to consider aparticular statistical speckle and signal model. A detailed description of the speckle �lterchosen for this project is given in chapter 3.4.2.
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3 Image Registration
The image registration approach of this project applies a general model to the input remotesensing images. This approach was chosen because precise sensor parameters may not alwaysbe distributed with the images. Instead of modeling each sensor model separately, onlytwo models are used in total. The �rst model is applied to all optical sensors while thesecond model is taylored for all SAR sensors. Each model is set up in order to account forboth aerial and spaceborne sensors. This fact implies that both models are not capable ofgeometrically rectifying all existing sensors with equal precision. Obviously, residuals willalways rest if such di�erent sensors as e.g. pushbroom and frame optical sensors are treatedwith an identical geometric model. Therefore, residuals remaining after the �rst registrationstep are treated in the following component. Hence, the registration precision is re�nedgraduately. This chapter introduces the entire image processing chain. Its �nal result is adeformed SAR image, registered onto the optical image. The �rst section of this chapter(3.1) introduces the test data. Then, section 3.4 outlines the complete registration strategy.It gives an overview of all necessary computation steps for the �nal goal of fused images.The following sections describe the processing that is needed in order to prepare for featureextraction. Geometric distortions have to be accounted for �rst. This image recti�cation stepis explained in detail in section 3.3. As soon as the images have been projected from cameraspace to the ground, preprocessing is carried out. The smoothing and despeckling �lters ofchoice are described in section 3.4. Thereafter, the optical and the SAR image are su�cientlyprepared for classi�cation and feature extraction, which is explained in the following chapter(4).
3.1 Test Data
Images from airborne platforms are used as test data. Our developed registration strategy istested on two images, one optical and one SAR image. Both images cover approximately thesame area. They were captured over an industrial zone of the city of Dunkerque in the northof France. The optical image was taken with an airborne sensor of the Institut GéographiqueNational France (IGN). Its spatial resolution (pixel size on the ground) is about 0.3 m andits original size is 3033 by 2559 pixels (Fig. 3.1(a)).
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(a) (b)
Figure 3.1: (a) Optical aerial image taken by IGN ( c IGN), (b) SAR aerial image in slantrange geometry taken by ONERA with the RAMSES sensor in X-Band ( c DGA)
The SAR image was taken by the French Aerospace Lab (ONERA) in X-Band (Fig. 3.1(b)).It was captured with the airborne SAR sensor RAMSES and thus is courtesy of the FrenchDélégation Générale pour l'Armement (DGA). Its original size is 2048x2048 pixels. The realpart Re and the imaginary part Im of the signal were separately registered in two di�erentlayers of a layer stack image. In order to visualize the SAR image as a grey value image,it is possible to either compute intensity values (Eq. 3.2), amplitude values (Eq. 3.1) ordecibel values. The intensity image is exponentially distributed (Fig. 3.2(b)). It has thedisadvantage that the actuarial expectation E [I] of the image intensity equals its variance� (I). Hence, the speckle e�ect has a strong and multiplicative impact on the image. Theamplitude image shows a Rayleigh Distribution of its grey values (Fig. 3.2(a)).

A =pRe2 + Im2 (3.1)
I = Re2 + Im2 (3.2)
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(a) (b)
Figure 3.2: (a) Rayleigh distribution of the SAR amplitude, (b) Exponential distribution ofthe SAR intensity for two di�erent actuarial expectations

SAR Image Minimum Maximum Mean Std. Dev.Before rescaling 0.000057 261.29 0.341369 0.969359After rescaling 0 255 53.3 55.7
Table 3.1: Parameters of the SAR amplitude image Fig. 3.1(b) before and after rescaling
However, the resulting amplitude image showed a very large dynamic range (more than 40dB) of the grey values, compared to the optical one. Most regions of interest were displayedwith extremely low contrast almost black (see Tab. 3.1). Hence, thresholding and rescaling ofthe SAR amplitude image were conducted. In order to determine the appropriate threshold,the next step was to calculate mean and standard deviation of the amplitude image. Allamplitude values above the mean plus the standard deviation were thresholded. Pixel greyvalues above the threshold were set to the threshold itself. Thereafter, the image was linearlyrescaled (between 0 and 255). The resulting amplitude image (Fig. 3.1(b)) shows su�cientlycontrast and thus facilitates interpretation. Both images were found to be too large fortesting purposes because the implemented algorithms would have been computationally tooexpensive. None the less, such algorithms can be optimized for treating very large imagesunder operational circumstances. However, this was not in the focus of this project. Hence,two smaller regions were extracted (Fig. 3.3(a) and 3.3(b)). The optical test region has a sizeof 750 by 736 pixels whereas the SAR test regions' size is 990 by 920 pixels. All implementedalgorithms were tested on these two regions.
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(a) (b)
Figure 3.3: (a) Test region of the optical image, (b) Test region of the SAR image

3.2 Registration Strategy
The developed registration strategy is displayed in Fig. 3.4. Its main idea is to registercorresponding features that are extracted from both the optical and the SAR image. Featureextraction is necessary because we deal with very high resolution imagery. Di�erent imagingproperties of the sensors develop their full extent. Hence, �ne details look very di�erent inthe optical and in the SAR image. Classical approaches based on pixel level, e.g. normalizedcross-correlation, were developed for the direct registration of rather low resolution images.Usually, those approaches also require images taken by the same kind of sensor. They will failto provide subpixel registration accuracy in our case of multi-modality imagery because theimages do hardly show any similarity. Line features enable good registration results becauseour images cover an urban area. Due to man-made structures like roads and buildings, theycan be found in high quantities. The �rst part of the registration strategy thus consists ofpreparing the images for feature extraction and line extraction. Optical and SAR image aretreated separately during ortho-recti�cation, preprocessing, classi�cation, feature extractionand the computation of distance images. Thereafter, the second part treats both imagesjointly. The SAR image is registered onto the optical image deploying an algorithm providedby the open source software library ITK (National Library of Medicine Insight Segmentationand Registration Toolkit)1.1see the ITK webpage http://www.itk.org
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3.2 Registration Strategy

Figure 3.4: Image registration strategy
1. The �rst registration step consists of an ortho-recti�cation of both optical and SARimage (section 3.3). Both images are projected from sensor space to object space. Anexternal digital elevation model (DEM) is used in order to rectify distortions introducedby the terrain. Objects included in the DEM are recti�ed whereas objects which arenot included stay distorted, in particular buildings. The transformations also accountfor sensor speci�c residuals.
2. The second registration step applies appropriate preprocessing �lters to the recti�edimages (section 3.4). This registration component reduces the noise level and preparesthe images for further image analysis. An anisotropic di�usion �lter is applied to theoptical image. For despeckling reasons, the SAR image is �ltered with the Frost �lter[Frost et al., 1982] (section 3.4.2).
3. The third image registration component applies a classi�cation to both images (sections4.1 and 4.2). It distinguishes between recti�ed ground regions and unrecti�ed buildings.This step is necessary because only recti�ed areas of the images can be considered forthe registration of the images.
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3 Image Registration
4. After all recti�ed image regions have been identi�ed, features are extracted (chapter 4).The outcome of this fourth registration step are two images displaying the extractedfeatures.
5. Distance images are calculated from the feature images in the �fth registration compo-nent (section 4.5). They are registered using the ITK registration framework.
6. The ITK registration framework's architecture is modular (section 5.1). It calls fora particular combination of metric, transform, optimizer and interpolator in order toadapt it to the input images.
7. After convergence of the registration towards an optimal solution, the �nal registrationparameters are used to register the SAR image onto the optical image.

3.3 Geometric Deformation Modelling
Modelling has to be conducted in order to account for the di�erent viewing geometries of SARand optical sensors (Fig. 3.5). Distortions due to the terrain have to be taken care of, too.Both images are projected from sensor space to the ground as a �rst geometric registrationstep. A general a priori model-based approach was chosen, capable of rectifying the imageswithout in depth knowledge of sensor parameters. However, current work also comprises theintegration of the software library OSSIM into OTB. Once integrated, OSSIM will enablethe usage of the precise geometric sensor model for each sensor. An external DEM is used toreduce distortions introduced by rough terrain.

Figure 3.5: Comparison of optical and SAR viewing geometry
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3.3 Geometric Deformation Modelling
3.3.1 Geometric Optical Model
Usually, deformation modelling of residuals due to the particular architecture of the instru-ments is conducted. However, this registration approach was designed in order to deal withmultiple kinds of sensors (see section 2.2.1). Since knowledge of the particular parametersof each sensor is lacking, a general geometric sensor model is adapted. In case of opticalimagery, the inverse 3D collinearity equations (object to image) are used in order to projectthe image to the ground (Fig. 3.6(a)).

x = x0 � f � r11 � (X �XC) + r21 � (Y � YC) + r31 � (Z � ZC)r13 � (X �XC) + r23 � (Y � YC) + r33 � (Z � ZC) (3.3)
y = y0 � f � r12 � (X �XC) + r22 � (Y � YC) + r32 � (Z � ZC)r13 � (X �XC) + r23 � (Y � YC) + r33 � (Z � ZC) (3.4)

� X, Y, and Z are the ground coordinates,
� x0, y0, and f are the parameters of the interior orientation of the sensor,
� XC , YC , and ZC are the coordinates of the sensor's principle point,
� rij are the elements of the rotation matrix at line i and column j. The elements of therotation matrix are based on the three rotation angles !, ' and � (see Tab. 7.2 in 7.2).
Each pixel of the image on the ground is transformed via the previously displayed equationsto the original image. An indirect geometric image transformation for each pixel P(X, Y)of the ortho-image is conducted (Fig. 3.6(b)). The pixel size of the ortho-image is selectedcorresponding to the ground resolution of the sensor. A raster pixel size of the DEM doesnot necessarily have to be the same as the ortho-image pixel size. For all raster points of theortho-image on the ground, the corresponding height values have to be interpolated withinthe DEM. Under the assumption that both interior and exterior orientation are known,inserting the ground coordinates (X, Y, Z) into the inverse collinearity equations (Eq. 3.3and Eq. 3.4) will lead to the point P' in the image with the corresponding image coordinates(x', y'). The grey value for the pixel of interest in the ortho-image can now be interpolatedin the original unrecti�ed image. This process is known as image resampling. The entiregeometric modelling process is conducted in physical coordinates. The interpolation of thegrey value within the original image in sensor geometry is a simple bilinear interpolationtechnique in this case (explained in detail in section 5.3). This rather simple interpolation waschosen in order to decrease computation time for the testing of the entire algorithm. Muchmore sophisticated interpolation methods exist, leading to improved interpolation results.However, most of them have the disadvantage of being computationally expensive. As soon
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3 Image Registration
as the entire registration process will be fully developed and tested, they will be introduced(e.g. B-Spline interpolation).

(a) (b)
Figure 3.6: (a) Geometric model of the collinearity equations with C (XC ; YC ; ZC): perspec-tive center, P (X; Y; Z): object point, CP (x0; y0): principle point, M : centerof the CCD array, (b) Ortho-recti�cation of the image with a digital elevationmodel (DEM) [Heipke, 2007]
Residuals rest although the main distortions due to the terrain are reduced signi�cantlyby the ortho-recti�cation of the optical image.
� Displacement e�ects rest because buildings are not included in the DEM which repre-sents the height of the terrain. These e�ect could be treated by the introduction of aDSM, provided from an external source, for example LIDAR. However, LIDAR dataare not widely available. Further research conducted at CNES and IPI will show if aninternal DSM, derived with InSAR techniques from the same SAR data set will lead tosu�cient results in urban areas.
� Errors in the parameters of the interior and exterior orientation have an e�ect on theortho-photo. For example, errors may be introduced by residuals of the ground controlpoint determination in particular if the exterior orientation is derived from a spaceresection.
� Errors of the DEM propagate through to the �nal ortho-photo. The �nal accuracy isalmost independent of the sensor if both DEM and ortho-photo are derived from the
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3.3 Geometric Deformation Modelling
same data set. However, in case the DEM and the recti�ed image are derived fromdi�erent data sets or even di�erent types of sensors (e.g. LIDAR and optical aerialimagery) residuals rest in the DEM.

� The approximation of the curved surface by a raster leads to residuals in particular incase of high frequency curvature of the terrain.
3.3.2 Geometric SAR Model
The SAR image is projected to the ground with the inverse equations from [Toutin et al.,1992], originally derived from the collinearity equations. This approach models the residualerrors still present after the image has been generated from raw data. For example, resid-uals rest in the estimation of slant range, Doppler frequency, ephemeris and the ellipsoid.It incorporates three di�erent models: the motion model, the sensor model and the earthmodel. Hence, three coordinate systems are used: the image coordinate system, the inter-mediate coordinate system and the ground cartographic coordinate system. The �rst step isa transformation of the ground coordinates to the intermediate coordinate system. It simplyapplies one translation and one rotation. Furthermore, the coordinates of the intermediatesystem (x; y; h) are transformed to the image coordinates (p; q) with the equations shownbelow. Image coordinate p corresponds to the azimuth while q corresponds to the distance.

p = �y � (1 + � �X) + � � hP (3.5)
q = �X � ��hcos�� � �Q+ � �X � hcos�� (3.6)

X = (x� a � y) � �1 + hN0
�+ b � y2 + c � x � y + �h � h (3.7)

� with N0, the normal distance between the sensor and the ellipsoid,
� a, a function of the non-perpendicularity of axes,
� �, the �eld-of-view of an image pixel,
� P, a scaling factor in along-track direction,
� Q, a scaling factor in across-track direction,
� � and �, functions of the leveling angles in along-track and across-track direction,
� b, c, �, �, and �h, second order parameters.
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3 Image Registration
This approach was found appropriate because it implies several desirable properties. Itmodels the complete viewing geometry of the sensor and works with both ground controlpoints and a DEM. In contrast to polynomial recti�cation methods, all variables and factorsare directly related to physical quantities. As a matter of fact, parameters, which translatedirectly to physical properties of the sensor, make the equations somehow easier understand-able and interpretable. Appropriate parameter values may be found quite easily.

3.4 Image Preprocessing
In order to reduce the noise level and the speckle, SAR and optical images �rst have tobe processed with edge preserving smoothing �lters. This step facilitates the extraction oflines, contours and regions. Reconsider, that lines will be the input to the following imageregistration because the very high image resolution prohibits pixel based fusion techniques.Preparing the images for further processing is crucial, since high quality image smoothing isnecessary for feature extraction algorithms. It depends on three major constraints.

� Since both geometric and radiometric properties of SAR and optical sensors are dif-ferent, applying the same smoothing �lter to both SAR and optical images resultsin insu�cient outcomes. Images captured by di�erent sensors hence call for adaptedsmoothing �lters.
� The desired image analysis strategy has an impact on the choice of the preprocessingalgorithm. For example, edge preserving smoothing �lters have to be used if linedetection algorithms are applied to the image in further processing steps. In case ofthe application of mutual information techniques to the image, edge preservation maynot be necessary. Therefore, faster to compute �ltering techniques (e.g. mean, median)can be applied.
� Preprocessing has to be tailored to �t the type of scene displayed in the imagery, too.Dense urban areas with lots of metallic features result in a higher dynamic range dueto more frequent dominant scattering than agricultural scenes. Hence, the �lteringparameters have to be adjusted carefully for each image.

3.4.1 Preprocessing of Optical Imagery
For the optical image, an anisotropic di�usion �lter, already existing in OTB, was chosen.This �lter implements an N-dimensional version of the anisotropic di�usion equation forscalar-valued images proposed by [Perona and Malik, 1990]. The basic idea is derived fromnature. Natural surfaces are composed hierarchically of a small discrete number of scale
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3.4 Image Preprocessing
levels. For example, a coarse scale would be an entire forest. The next step in scale-spacewould be a particular tree, the following steps a branch, a leaf, the substructure of the leafetc.. The translation of this scale-space technique to our case in imagery is: the originalimage I0 (x; y) is embedded in a set of derived images I(x,y,t). This set has been derived byconvolving the original image with a Gaussian kernel G(x,y;t). t is the chosen variance ofthe Gaussian kernel. The greater the variance becomes, the smoother the image and thusthe coarser the resolution.

(a) (b)
Figure 3.7: (a) Test region of the original optical image, (b) The optical image after prepro-cessing with the anisotropic di�usion �lter

I (x; y; t) = I0 (x; y) �G (x; y; t) (3.8)
Three criteria must be met [Perona and Malik, 1990]:
1. Any feature at a coarse level of resolution is required to have a cause at a �ner level ofresolution.
2. The region boundaries should be sharp at any level of resolution. Additionally, theyshould always coincide with semantically meaningful boundaries.
3. Intraregion smoothing should always occur previously to interregion smoothing at allscales. Regarding the tree example previously introduced, branches merge to a treeand trees merge to a forest. No branches merge directly to make up the forest.
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3 Image Registration
The main issue is that Gaussian smoothing does not consider region boundaries. Hence,region boundaries have to be estimated. A variable conductance coe�cient is introduced toset smoothing at region boundaries to zero and inside regions to one. This conductance termwas chosen as a function of the gradient magnitude of the optical image i.e. region boundariesare estimated from the gradient image. Fig. 3.7(b) shows the optical image as shown in Fig.3.7(a) after smoothing has been conducted with the anisotropic di�usion �lter.
3.4.2 Preprocessing of SAR Imagery
In SAR imagery, both noise reduction and the treatment of the speckle e�ect takes place.The speckle e�ect causes severe perturbations within SAR images (refer to section 2.3.3 forthe theory of speckle). First and foremost, it prevents the direct application of optical imageanalysis algorithms to SAR images. Thus, speci�c algorithms, which take into account thephysical nature of SAR images, have to be developed. In order to prepare for image analysis,e.g. feature extraction, the speckle e�ect is reduced as far as possible. Although our lineextraction algorithm (see details in section 4.4) was speci�cally developed for SAR images, itseems to provide improved results on despeckled images. For good line detection results, thepreservation of edges by the anti-speckling �lter is imperative. Edges separate image regionsand therefore may also be thought of as region boundaries. Hence, a �lter has to be chosenthat does not smooth the image globally across such region boundaries. An approach hasto be found which restricts smoothing to rather homogenous regiones. Local statistics (e.g.mean, standard deviation) and texture parameters (e.g. contrast, entropy) can be calculatedwithin the �lter matrix for deciding whether a pixel belongs to a region or not. A �lter thattakes into account local properties of an image in order to �ne tune its parameters is calledadaptive. It is desireable to apply such an adaptive �lter to the image for edge preservation.Hence, edge preserving speckle reduction was conducted with the Frost �lter [Frost et al.,1982]. The input image from Fig. 3.8(a), after the application of the Frost �lter, is displayedin Fig. 3.8(b).This �lter is adaptive because it considers the local mean and the local standard deviationof the input image. In other words, the Frost �lter smoothes inside regions and not acrossregion boundaries (like the anisotropic di�usion �lter). It applies an exponential weightfactor, which depends on the local statistics, in order to adjust the smoothing. This is adi�erence to the Lee �lter [Lee, 1981], which does not use such a weight factor. Therefore,the Frost �lter preserves edges better than the Lee �lter. The Frost �lter considers thedesired information, the terrain backscatter r(x,y) (the ideal image we want to estimate), tobe multiplied (i.e. to be perturbed) with a stationary random process n(x,y) (the specklee�ect). Equation 3.9 displays the relation previously described. Additionaly, it integrates a
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3.4 Image Preprocessing

(a) (b)
Figure 3.8: (a) Test region of the original SAR image, (b) The SAR image test region afterthe entire original SAR image was Frost �ltered
third function h(x,y) (the operator * describes convolution). This third function expressesthe spatial correlation of pixel values introduced by the SAR system components such as theantenna and the receiver. I(x,y) is the observed image.

I (x; y) = [r (x; y) � n (x; y)] � h (x; y) (3.9)
Modelling a SAR image like done by Frost in equation 3.9 is referred to as a multiplicativespeckle model. According to this particular multiplicative speckle model, the Frost �lterminimizes the mean-square error in order to estimate the ideal image r(x,y) from the observedimage I(x,y). The speckle �lter always should be applied to the entire original image. Filteringonly an image region would lead to a slightly di�erent outcome. Since the extracted regionshows another mean and standard deviation, the �lter would produce another result, too.Hence, the SAR image of the original size (Fig. 3.1(b)) was Frost �ltered. Thereafter, thetest image region (Fig. 3.8) was extracted.
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4 Classi�cation and Feature Extraction
The �rst step of the image registration strategy was to project the optical and the SAR imageto the ground. Both images were ortho-recti�ed in order to account for the di�erent sensorgeometries. Distortions due to the terrain are also decreased by this step. Thereafter, thenoise level of the optical image was reduced and the speckle e�ect of the SAR image wastreated. A classi�cation of both images is the following step described in the �rst two sectionsof this chapter (sections 4.1 and 4.2). The main reason for the introduction of a classi�cationis that the image fusion has to take place in recti�ed regions of the images. All objectsboth present in the images and the DEM have been recti�ed. However, objects present inthe image but not in the DEM have not been accounted for. In particular, buildings arenot contained within a DEM, i.e. buildings in the images stay distorted. Hence, we haveto distinguish between buildings and the ground in order to register the images only on therecti�ed ground level. Registering the images in building regions would immediately lead tosevere perturbations. Additionally, a classi�cation will prove to be useful for the followingfeature extraction and the �nal registration. For example, very bright lines in the SARimages are one additional class besides the two main classes roof and ground. Such brightlines often result from double bounce e�ects of the radar signal. It usually occurs where thewalls of buildings meet the ground. Thus, we know that these bright lines are on groundlevel, i.e. they can be used for registration purposes. A large variety of image classi�cationtechniques exists and new approaches are permanently developed. Within this project, wetested a classi�cation subdivided into two steps. The �rst classi�cation uses Support VectorMachines (SVM) for a pixel based classi�cation. Results are re�ned with a Markov RandomField classi�cation which is based on global and local image statistics.
After the classi�cation has been accomplished, features are extracted from the images.Features to be extracted can be regions, lines, or points. Later on, the images will be regis-tered on feature level. This abstraction from the original images illiminates all radiometricaldi�erences between the optical and the SAR images. It is necessary because we deal withimages of very high resolution. A classical fusion based on pixel level would fail in our case.Both, the extraction of point and line features were tested. The point detection within theSAR images was conducted with the Lopès point detector [Lopès et al., 1993]. However, line

39



4 Classi�cation and Feature Extraction
detection proved to give more promising results and hence this approach was followed. Theline extraction algorithm applied to the optical image is explained in section 4.3 whereas theone applied to the SAR image is described in section 4.4.
4.1 Classi�cation with Support Vector Machines (SVM)
Support vector machines (SVM) belong to the family of kernel based learning methods. Theydeploy learning theory for classi�cation and regression tasks and are a generic tool [Cortesand Vapnik, 1995]. For example, a �rst application for SVM was text categorization, asubject with only a slight relation to image classi�cation. However, within the last few years,SVM proved to successfully classify remote sensing imagery. This section will give a briefintroduction to SVM classi�cation since classi�cation is only one out of several parts of theregistration strategy. Sources [Schölkopf and Smola, 2002] and [Shawe-Taylor and Cristianini,2004] are recommanded in order to gain further in depth understanding of kernel methods ingeneral and SVM in particular.

� Our fundamental problem to be solved within the context of SVM classi�cation is: Twoclasses of objects are given and we have to assign a new object to one of the two classes.
� The basic idea to deal with this issue is rather simple and can be imagined in a geometricway: The particular surface (called hyperplane) in feature space has to be determinedthat optimally separates two feature sets derived from the objects (Fig. 4.1).
In the case of imagery the objects are samples taken from the image. The new objectis assigned a class depending on which side of the hyperplane it lies. In order to achieveoptimal separation, the SVM algorithm searches for the subset of training samples whichbest describes the optimal surface. The distance of the closest vectors to the hyperplaneis maximized. These are the so-called support vectors and the minimal distance is calledmargin [Inglada et al., 2006].The input for the SVM classi�cation are N samples which are taken from training regions.These training regions have to be speci�ed by the user within the images we want to classi�y(see Fig. 4.3(a) and Fig. 4.3(c)). Since the entire classi�cation is based on feature vectorsfrom the training regions, they have to su�ciently represent the classes we want to distinguish.The basic version of SVM solves two-class problems and thus the following considerations arebased on a classi�cation into two classes !1 and !2. Each single sample taken from a trainingregion consists of the class label yi with i = 1; 2; :::; N and the corresponding feature vector~xi. The class label yi is either -1 if ~xi belongs to !1 or +1 if ~xi belongs to !2. The featurevector ~xi consists of real numbers and has the dimension n. The dimension n depends on
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4.1 Classi�cation with Support Vector Machines (SVM)

Figure 4.1: Basic principle of a SVM classi�cation of two vector sets in feature space (drawnafter [Tourneret, 2003])
the amount of features the vector incorporates. For our project we used seven statistical andtexture features (n = 7), i.e. each image pixel contains not only one grey-value but a vectorof seven features. The hyperplane has the equation

~w � ~x+ b = 0 (4.1)
with its normal vector ~w and ~x being any point on the hyperplane in feature space. Allfeature vectors that are not located directly in the hyperplane do not ful�ll equation 4.1because the left side of the equation is either smaller or greater than zero. Hence, theclassi�er function can be written as in equation 4.2.

f (~x; ~w; b) = sgn (~w � ~x+ b) (4.2)
Two new hyperplanes are constructed which are parallel to the optimal separating hyper-plane. The normal vector ~w may be interpreted as a weight vector and b can be regardedas a threshold. They are rescaled such that the left side of equation 4.1 becomes either +1or -1 (Fig. 4.2). Equation 4.3 expresses this constraint for feature sets which are linearlyseparable. In case the feature sets are not linearly separable, the constraints (Eq. 4.3) canbe modi�ed thus generating a soft margin classi�er.

~w � ~xi + b � +1 if yi = +1~w � ~xi + b � �1 if yi = �1 (4.3)
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4 Classi�cation and Feature Extraction

Figure 4.2: A binary SVM classi�cation of two vector sets in feature space (drawn after[Schölkopf and Smola, 2002]); the orthogonal distance between the optimal hy-perplane and the two red dotted lines is j1� bj = k~wk and j�1� bj = k~wk respec-tively; the margin which has to be maximized for optimal separation thus becomes2= k~wk
The goal of SVM is to optimally separate the two feature sets. In order to achieve thisaim the margin of 2k~wk has to be maximized. Therefore, ~w and b have to be rescaled inorder to minimize the expression 12 k~wk2. This minimization task has to ful�ll the constraintyi (~w � ~xi + b) � 1; i = 1; 2; :::; N . A so-called constrained optimization problem can besolved by introducing Lagrange multipliers �i � 0 and the set-up of a Lagrangian L (Eq.4.4). The Lagrangian L has to be minimized with respect to the primal variables ~w and band maximized with respect to the dual variables �i. In other words, a saddle point of theLagrangian equation has to be found [Schölkopf and Smola, 2002]. It can mathematically beproven that only the support vectors have positive Lagrangian multipliers �i ([Inglada et al.,2006], p.225).

L (~w; b; ~�) = 12 k~wk2 �
NX
i=1 �i (yi (~w � ~xi + b)� 1) (4.4)

While SVM proves to be a powerful tool for classi�cation tasks some drawbacks exist. TheSVM classi�cation was originally developed to solve two class problems. However, in imageclassi�cation we usually have more than two classes. Two main theoretical approaches existto deal with this issue. The �rst possibility is to train each single feature set against any otherfeature set. Another possibility is to train each feature set against the rest. For this projectthe �rst approach was selected. Another drawback is that the classi�cation is not entirely
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4.1 Classi�cation with Support Vector Machines (SVM)
automated because the user has to provide training regions. The quality of the classi�cationhighly depends on the selection of those training regions (Fig. 4.3(a) and Fig. 4.3(c)).Additionally, the features we use as input have a in�uence on the result. In our case, animage stack with several layers is the input for the SVM classi�cation. Each layer is derivedfrom the original recti�ed image. Diverse texture parameters as well as stochastic valueswere determined in order to achieve a meaningfull classi�cation: mean, median, entropy,energy, standard deviation, skewness and kurtosis. Refer to Annex B for the correspondingequations. The classi�ed optical and the classi�ed SAR image are shown in �gures 4.3(b)and 4.3(d) respectively.
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(a) (b)

(c) (d)
Figure 4.3: (a) Training regions for the SVM algorithm in the optical image, (b) Classi�cationinto �ve classes (ground, vegetation, roof, shadow, facade) of the optical image,(c) Training regions for the SVM algorithm in the SAR image, (d) Classi�cationinto six classes (ground, vegetation, dark roof, light roof, shadow, bright lines) ofthe SAR image
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4.2 Classi�cation with Markov Random Fields (MRF)
After the images have been classi�ed with the SVM method, a second classi�cation is nec-essary in order to re�ne the SVM results. The SVM technique is a pixel based classi�cationapproach. Vectors for each pixel are �rst determined and then optimally separated. Clas-si�cation with Markov Random Fields (MRF) takes global and local statistics of the inputimage into consideration. The image is regarded as the result of a random process with acorresponding probability density function. This chapter will give a short introduction toMRF. It is based on [Sigelle and Tupin, 1999] and further details may be found there.

� The de�nition of a Markov �eld applied to imagery is: x is a Markov �eld if and only ifthe local conditional probability is exclusively a function of the neighborhood within theconsidered region. In other words, the grey value of a pixel solely depends on the greyvalues of its neighboring pixels.
In the context of MRF a digital image is seen as a bidimensional (or n-dimensional) quanti-�ed variable. It can be subdivided into zones, contours and structures due to parameters likecontrast, texture etc.. Hence, a single pixel grey value may not be signi�cant itself but therelation and interaction with neighboring pixels can lead to signi�cance. The MRF approachuses local grey value di�erences within a speci�ed pixel neighborhood in order to distinguishbetween regions. Any pixel s is part of a discrete �nite network S (the entire image) and italways has a certain property, usually its grey value. Cliques Ci of pixels are derived fromthe local neighborhood Vj . Index i stands for the number of pixels within the clique whereasj is the number of pixels within the entire neighborhood (Fig. 4.4).

(a) (b)
Figure 4.4: (a) Cliques Ci within a 4-connectivity neighborhood V4, (b) cliques Ci withina 8-connectivity neighborhood V8 (�gures drawn after [Sigelle and Tupin, 1999],p.10)
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The local interaction between the grey values of a single clique ci within a neighborhoodis called the potential of the clique Uci . The sum of all potentials Uci of all cliques ci of animage is called the global energy of the image Ug. The local energy Ul is the sum of thepotentials of cliques Uci within a certain image region. In order to apply MRF, statistics ofthe image have to be de�ned. Hence, any image is considered a realization x of a random�eld. The global image probability P (x) is used to determine the relation between a localregion and the rest of the image. In order to compute local conditional probabilities, it isnecessary to introduce Gibbs �elds. The Gibbs measure is an energy function. The globalenergy Ug of a Gibbs �eld can be decomposed into the local energies Ul of the cliques (Eq.4.5).

P (x) = 1Z exp (�Ug (x)) = 1Z exp
 �Xc2C Uci (x)

!
Z =Xx2
 exp (�Ug (x))

(4.5)
Z is a normalization term, de�ned over all possible energy relations 
. It can be math-ematically proven that Markov �elds and Gibbs �elds are equivalent (Hamilton theorem).In order to summarize the so far developed steps we can say that the energy function Uis based on the potentials of cliques Ci of pixels, de�ned inside speci�c neighborhoods Vi.The potentials of the cliques allow for the evaluation of the global probability as well as thelocal conditional probability. An issue that rests to be dealt with is the determination of theglobal Gibbs probability of a con�guration. For example, for a binary image of size 512 x 512the number of possible con�gurations is 2262144. This huge number of possibilities makes thedirect determination of the global probability computationally very expensive. Hence, theidea is to take samples of the image and to calculate the global Gibbs probability based onlyon such samples. The goal is to �nd a sampling algorithm that satis�es the Gibbs probability(Eq. 4.5). Two classical approaches are usually deployed for the extraction of these imagesamples: the Gibbs samples and the Metropolis algorithm. The latest version of the pro-grammed OTB classes uses the Gibbs sampler. It is based on an iterative construction of asequence of images. After a su�cient number of iterations the image sequence converges andwill satisfy the global Gibbs probability. The MRF model used in this project, de�ned witha neighborhood and a particular energy function, is a Gaussian Markovian model. Whileassigning pixels to certain classes (within a Bayesian framework), this model prefers smallgrey value di�erences for neighboring pixels.

46



4.2 Classi�cation with Markov Random Fields (MRF)
Two images are the input to the MRF classi�cation carried out in this project. The �rstimage is the optical image after recti�cation respectively the SAR image after recti�cation.It is important to use the recti�ed images without any smoothing in order to leave the imagestatistics unchanged. The MRF classi�cation considers image statistics and thus changedimage statistics will lead to errors. The second input image is the labelled image from theSVM classi�cation. It was tested for initialization purposes of the MRF algorithm. How-ever, a maximum likelihood classi�cation as implemented in the MRF algorithm is usuallysu�ecient. The initialization with the SVM classi�cation was introduced only for testingreasons. A MRF classi�cation is characterized by certain functions that de�ne its proper-ties. Such functions to be speci�ed are: a likelihood term, a regularization term, the cliquewithin a neighborhood, the optimization algorithm and the regularization coe�cient. Like-lihood term, regularization term and the regularization coe�cient � de�ne the maximum aposteriori energy U (x=y) as implemented in the used software (see Eq. 4.6). The �rst twosummands describe the likelihood term (a Gaussian distribution with mean and standarddeviation as parameters) whereas the last summand is the regularization term. � acts as aweight factor for the regularization term thus de�ning the relative impact of likelihood termand regularization term on the maximum a posteriori energy.

U (x=y) =Xs (ys � �xs)22 � �2xs + logp2 � � � �xs + � � X
(s;t)2C2� (xs; xt) (4.6)

The regularization function � is necessary for modelling the potential Uc=(s;t) of the cliques.Our programm applies the Potts model [Wu, 1982] as shown in Eq. 4.7. This model is capableof dealing with several grey values and class labels. The chosen clique is of second order (C2)and de�ned on an 8-connectivity neighborhood (see Fig. 4.4(b)).
Uc=(s;t) (xs; xt) = �� if xs = xtUc=(s;t) (xs; xt) = +� if xs 6= xt (4.7)

As optimizer, the ICM algorithm developed in [Besag, 1986] was deployed for fast con-vergence. As the initialization is pretty good, we can be relatively certain that the globalminima is reached. Since a Gaussian model is used, the grey-value means and the corre-sponding standard deviations of the desired classes have to be speci�ed, too. They weretaken manually from the recti�ed images.
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4 Classi�cation and Feature Extraction
4.3 Feature Extraction in Optical Imagery
So far, the optical image and the SAR image are ortho-recti�ed, smoothed and classi�ed. Thenext step consists of extracting features. Feature extraction in the optical image is necessaryin order to register the results with the feature image of the SAR image. The best resultsfor the optical image were achieved with the Canny edge detection algorithm [Canny, 1986].Five major steps are used in the edge detection scheme:

1. The input image is smoothed with a Gaussian �lter.
2. The second directional derivatives (Hesse matrix) of the smoothed image are computed.
3. Non-maximum suppression is applied: the zero-crossings of the second derivative arefound and the sign of the third derivative is used to determine the appropriate extrema.
4. The zero-crossings are multiplied with the gradients of the image.
5. Hysteresis thresholding is applied to the gradient magnitude of the smoothed image inorder to �nd and link edges.
The result of the Canny-Operator applied to our smoothed optical test image is shown in4.5. It highly depends on the previously conducted preprocessing. More smoothing results inless detected edges. Thus, the parameter choice of the anisotropic di�usion �lter has a highin�uence on the outcome of the line detection.

Figure 4.5: Extracted lines from the optical image using the Canny line detector
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4.4 Feature Extraction in SAR Imagery
4.4 Feature Extraction in SAR Imagery
Three di�erent categories of features visible in SAR imagery may be useful for the fusion ofSAR and the optical imagery: linear features, regions and point targets. A point detection�lter proposed by [Lopès et al., 1993] was implemented. Results are promising but still needfurther re�nement. The best extraction results for the SAR image are achieved with linearfeature extraction. Visible linear features in SAR images of urban areas are:

� Very strong re�ections occur where building walls meet the ground. This is due todouble bounce e�ects of the signal.
� The regularly structured surface of factory hall roofs, if oriented perpendicularly to thesensor's �ight direction, is visible in the image.
� Power lines and any conductive ground feature appear bright in the SAR image.
� Very often, the contrast between roofs and soil is clearly visible.

An assymetric fusion of lines approach was chosen for the line extraction in SAR imagery. Itwas originally developed for the detection of road networks [Tupin et al., 1998]. The resultof this algorithm, applied to the SAR image (after thresholding), may be seen in Fig. 4.6.Its strategy is the fusion of the outcome of two separate line detectors D1 and D2. Both linedetectors consist of two edge detectors. D1 is based on the ratio edge detector proposed in[Touzi et al., 1988]. D2 uses the normalized centered correlation of two pixel regions. Thefollowing two paragraphes will explain these two line detectors in further detail.Line detector D1 consists of two ratio edge detectors, one on each side of the region ofinterest. The ratio edge detector is a �lter with a �xed false alarm rate. It is appropriate forSAR images because the speckle e�ect is considered as multiplicative (in contrast to opticalimages where noise is considered additive). D1 calculates the ratio of local means � of theregions i, j on both sides of an edge (Fig. 4.7(a)). The edge detectors response ri;j is de�nedas: rij = 1�min��i�j ; �j�i
� (4.8)

The line detector D1 minimizes the responses of two edge detectors. For line detection, weconsider three regions: 1, 2 and 3 (Fig. 4.7(b)). Region 2 is the probable line. 1 and 3 arethe neighboring regions. Hence, the response r to the line detector D1 is:
r = min (r12; r23) (4.9)

Diverse widths of region 2 are tried since the width of linear features may vary. Additionally,eight directions are tested for each pixel. Only the best response is kept. A pixel is considered
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4 Classi�cation and Feature Extraction

Figure 4.6: Extracted lines from the SAR image
a line pixel, as soon as the response r exceeds a previously chosen threshold. Lowering thethreshold results in more detected lines but also in a higher false-alarm rate. Therefore, thisdecision threshold is a compromise between the chosen false-alarm rate and the minimumdetectable contrast. However, the false-alarm rate may also be decreased by increasing theregions size. The more pixels contribute to the empirical mean of the region, the less false-alarms occur. It has to be considered that larger regions increase computation time.

(a) (b)
Figure 4.7: (a) Vertical edge model, (b) Vertical line model; �i is the empirical mean of regioni (�gures drawn after [Tupin et al., 1998], p.436)
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4.5 Calculation of Distance Images
The second line detector D2 is also based on two edge detectors. D2's edge detector isbased on the normalized-centered cross correlation coe�cient �2ij . An edge consists of tworegions i and j with their corresponding means �, the pixel number inside the region n andthe ratio of standard deviation and mean . In the following equation the ratio of the regions'means cij is interpreted as the empirical contrast between the two regions i and j. The closerto one this variation coe�cient is, the more homogenuous is the area.

�2ij = 11 + (ni + nj) � ni�2i �c2ij+nj�2jni�nj�(cij�1)2 (4.10)
The advantage of this edge detector is its dependence on both the contrast between thetwo regions cij and inside each region . A disadvantage is that may be in�uenced byoutliers contained in the regions. Again, the line detector strives for the minimum response� = min (�12; �23) of the edge detectors neighboring the potential line. Finally, the responsesfrom both line detectors D1 and D2 are fused. A so-called associative symmetrical sum� (x; y) is computed (Eq. 4.11). x and y are the responses from the line detectors.

� (x; y) = x � y1� x� y + 2 � x � y ; with x; y 2 [0; 1] (4.11)
4.5 Calculation of Distance Images
Distance images are calculated from the feature images derived in section 4.3 and section4.4. This step was introduced in order to reduce remaining geometric residuals that result indi�erent absolute positions of the extracted lines.The di�erences between corresponding lines in the images are assumed to be more similarthan the absolute line positions. Hence, distance images will increase the similarity betweenthe optical image and the SAR image. This process is also referred to as distance mapping.Fig. 4.8(a) and Fig. 4.8(b) show the distance maps of the feature images. The coloredboxes frame corresponding parts of the images. Bright values display longer distances whiledarker values display pixels close to a line pixel. A distance transformation is the algorithmproducing a distance map from a binary image that contains objects and background. Inour case, the objects are the previously extracted lines. Such a distance map displays theEuclidean distance between a background pixel and the nearest line pixel. This distance istranslated to a grey value. An approach developed by [Danielsson, 1980] was chosen for thecomputation of the Euclidean distances. This approach writes into each pixel the vector ofthe relative position of the nearest line pixel instead of solely noting the distance. It leads toa representation of the Voronoi division of the object pixels.
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(a) (b)
Figure 4.8: (a) Distance map of the optical image, (b) distance map of the SAR image
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5 Image Fusion
So far, the optical and the SAR image have been ortho-recti�ed, preprocessed, classi�ed,lines have been extracted and distance images have been computed. All such steps can beconsidered as preparations for the registration of the images following up. Whenever possible,geometric and radiometric di�erences between the images, due to the di�erent sensors, havebeen reduced (reconsider the ortho-recti�cation and the feature extraction, respectively). Upto this stage, both images thus have always been treated separately. This chapter will nowintroduce the reader to the registration of the images. For the �rst time within the processingchain, both images are treated simultaneously and a relation between them is established.This relation consists of an image comparison which is conducted with a similarity measure.We measure, to which extent we can �nd corresponding information in both the opticaland the SAR image. Since we have reduced the information contained within the imagesto line features, corresponding lines are considered corresponding information. The �rstsection brie�y introduces open source software library ITK and outlines the architecture ofits registration framework. It consists of four modules which are described in further detailin the sections following thereafter.
5.1 Registration Framework
The image registration process is embedded into a registration framework, originally providedby ITK (Fig. 5.1). ITK is the core component of the software library OTB. Rememberthat OTB is the software library, where the fusion approach developed in this project isintegrated in. ITK was originally developed for the exploitation of medical images. It providessophisticated algorithms for image analysis tasks.The inputs to this framework are two images. While one image is called the �xed image(it acts as the reference), the other one is called the moving image. The goal is to �ndthe optimum spatial mapping parameters that align the moving image with the �xed image.Hence, the moving image has to be deformed. In this project, the �xed image is the opticalimage while the SAR image is the moving image. We have chosen the optical image as the�xed image because we consider it to contain less residuals than the SAR image. In thefollowing, the optical image will allways be called �xed image and the SAR image will be
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5 Image Fusion

Figure 5.1: The ITK registration framework [Ibánez et al., 2005]
called moving image. The registration framework treats image registration as an iterativeoptimization problem and consists of four components:

� the transform component applies a geometric transformation to the �xed image pointsin physical space in order to map them to the moving image,
� the interpolator evaluates intensities in the moving image at non-grid positions,
� the metric measures the similarity between the deformed moving image and the �xedimage,
� and the optimizer optimizes the similarity value.

A new set of parameters for the transformation of the following iteration is determined aftereach optimization step. The major advantage of this modular conception of the registrationframework is easy compatibility of a large variety of optimizers, geometric transformationsand similarity measure techniques. A detailed description of the chosen algorithms for eachregistration component is given in the following sections.
5.2 The Transformation
Di�erent two-dimensional and three-dimensional geometric transformations exist e.g. a�netransformation, projective transformation or polynomial transformation. We also have todistinguish between rigid and non-rigid transformations. Rigid transformations act globallyon the image i.e. the transformation parameters stay the same for each image point. Non-rigid transformations act locally and thus allow for di�erent transformations of the imagepoints. A rather simple two-dimensional rigid transformation was chosen for this project inorder to facilitate quick parameter estimation. It consists of a clockwise rotation � around
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5.2 The Transformation
the geometric image center (CX ; CY ) and of translations in x and y direction, TX and TYrespectively (Eq. 5.1). The rotation is applied �rst, followed by the translation.

"xy
# = "cos � �sin �sin � cos �

# � "X � CXY � CY
#+ "TX + CXTY + CY

# (5.1)
Two ways of applying the a transformation to the image exist: direct and indirect (Fig.5.2). While the direct method is commonly used for transforming data, the indirect method isalmost always used for transforming imagery. Applying an indirect transformation preventsholes and guarantees that each pixel receives one and only one new grey value.

Figure 5.2: Indirect transformation technique
Hence, we use the indirect transformation method. It starts with the result and transformsback to the original image. The result in this case is the deformed moving image with thegrid of the �xed image. The idea is
1. to start iterating through the grid of the �xed image (in physical space),
2. to transform each point to the moving image,
3. to interpolate the grey value within the moving image,
4. and to assign this grey value to the current �xed image grid position.

The result of this transformation is an image with the grid of the �xed image and theinterpolated grey values of the moving image. This new image is the deformed movingimage. Our aim is to �nd the transformation parameters that optimally deforms the movingimage in order to maximize the similarity measure.
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5 Image Fusion
5.3 The Interpolator
Grey value interpolation is necessary since the transformation into the moving image leadsto positions that usually do not coincide with the exact grid positions. In order to obtain agrey value at a fractional location in the moving image several interpolation techniques maybe thought of. In this case, the goal is to implement an interpolation function that is rathersimple understand, fast to compute and that results in a continuous grey value surface. Hence,the interpolator used in this project is based on bilinear interpolation. Bilinear interpolationis the extension of a one-dimensional linear interpolation for interpolating functions of twovariables on a regular grid. The grey value of the point of interest within the image iscalculated from the weighted average of the four surrounding grid points (Fig. 5.3). First,two intermediate grey values gA and gB are determined in y direction (Eq. 5.2). In thefollowing the grey value of the point of interest gP is determined by linearly interpolatingbetween gA and gB in x direction. It has to be considered that all computations are done inphysical image coordinates.

Figure 5.3: Bilinear interpolation of a grey value incoporating four neigboring grey values
gA = g1;1 + dy � (g2;1 � g1;1)gB = g1;2 + dy � (g2;2 � g1;2)gP = gA + dx � (gB � gA)

(5.2)
The generated output grey value surface is continuous but not necessarely smooth becauseonly four neighboring grey values are included for the interpolation. Smoother interpolationresults can be obtained by using more sophisticated interpolation functions such as B-Splineinterpolation. However, the relatively simple approach of bilinear interpolation was foundsu�cient in this case.
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5.4 The Metrics
A metric is a tool for measuring the similarity of two images. It measures how well thetransformed moving image �ts the �xed image. Therefore, it compares the grey-scale intensityof the images [Ibánez et al., 2005]. Considering two di�erent images as input to the framework,corresponding objects in both images have to be detected. For example, a particular pointin the �xed image has to be found in the moving image as well. Only in case we �nd suchcorresponding point, a transformation may be determined that maps one point onto theother. More generally we can say: a metric evaluates the amount of overlapping informationof both images. It provides a measure of their similarity. Completely identical images, i.e.images taken by the same sensor under the same circumstances, having identicial radiometricproperties as well as geometric properties, will thus lead to optimal metric values. Usually,the images are not completely identical. In fact, very often they show only few similaritiesat �rst sight. This lack of similarity is a serious issue, particularly in the case of optical andSAR imagery comparison. In this project, the performance of three di�erent metrics wastested, based on least-squares adjustment, normalized correlation and mutual information.
The mean-squares metric calculates the quadratic di�erence between two images A and B(Eq.5.3). The di�erence is determined pixel-wise over a user de�ned region. Ai and Bi arethe grey-values at the ith pixel of the corresponding image, N is the number of pixels insidethe considered region andMS (A;B) is the metrics value. The optimal value of this metric iszero and poor image matches hence result in high metrics values. The mean-squares metric isrestricted to images of the same spectral band since it does not allow for intensity di�erencesbetween the two input images. This metric is useful to compare the distance images sincethey have no intensity di�erence. Its capture radius is large i.e. the metric stays robust forlarge misalignments of the images and does not need very precise initial parameters.

MS (A;B) = 1N
NX
i=1 (Ai �Bi)2 (5.3)

Another very useful metric is based on normalized cross-correlation. It calculates thecross-correlation between the two input images A and B (Eq.5.4). Furthermore, the cross-correlation is normalized by the square root of the autocorrelation of the images. Again,the metric is limited to images obtained using the same modality (identical spectral band).However, it is insensitive to multiplicative factors between the input images due to its nor-malization. Compared to the mean-squares metric, the capture radius is relatively small.
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5 Image Fusion

NC (A;B) = PNi=1 (Ai �Bi)qPNi=1A2i �PNi=1B2i (5.4)
The third metric tested is based on mutual information. Mutual information providesa measure to show how much the image intensity of the �rst image tells about the imageintensity of the second image. Since the actual form of dependency of the images does nothave to be speci�ed, this metric is very useful for the comparison of multi-modality imagery.It is de�ned in terms of entropy E of the images A and B (Eq. 5.5). In imagery we deal withdiscrete data and hence the entropy is described by a sum (integral for continuous data).The input to the entropy are the probability density functions (pdf) pA and pB. In case ofimagery, the pdf simply is the image histogram of A and B respectively. Usually, the pdf isestimated by superimposing histograms derived from image samples (a process called Parzenwindowing).

E (A) = �X pA(a) � log pA(a) (5.5)
The joint entropy of the images is de�ned as

E (A;B) =X pAB(a; b) � log pAB(a; b): (5.6)
The sum of both individual entropies E(A) and E(B) equals the entropy E(A,B) if weconsider both images to be completely independent one from another. In other words, nosimilar information exists (e.g. images captured above two completely di�erent regions withdi�erent sensors). However, if there is any equal information, the joint entropy E(A,B)apparently must be smaller than the sum of the individual entropies. The di�erence betweenthe joint entropy and the sum of the individual entropies is the mutual information I(A,B)5.7.

I (A;B) = E (A) + E (B)� E (A;B) (5.7)
An in detail description of the deployed algorithm can be found in [Viola and Wells, 1995].

5.5 The Optimizers
The optimizer's goal is to �nd the set of transformation parameters that maximizes themetric value (i.e. the similarity) of the �xed and the moving image. The search for optimalparameters takes place in parameter space. The dimension of the parameter space equals thenumber of parameters. Hence, the more parameters, the more complicated and unstable the
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5.5 The Optimizers
optimization issue becomes (particularly if parameters are correlated). Thus, it is desirableto use transformations with a small number of uncorrelated parameters. Practical testingshowed that optimization of more than seven parameters becomes very di�cult. More thanten parameters lead to a completely unstable optimization process. However, transformationswith more than seven parameters exist. In such cases, the optimization has to be split up inseveral steps (e.g. rotation, translation, scaling). Di�erent optimizers with various propertieswere tested. A demanding task is to account for the various parameter scales. Di�erentparameter types have di�erent total values. An optimization step in parameter space mayhave almost no impact on the registration for one paramter while the same change appliedto another parameter shifts the moving image far away from the �xed image. For example,translations on the ground amount to several meters while rotation angles (in radiance) areusually very small. A substraction of 1.6 will shift the moving image by only 1.6 meters onthe ground but result in a 90� rotation. Therefore, the most challenging part of the entireregistration process proved to be the �ne tuning of the parameter scales.
A fairly simple and thus easily understandable optimizer is based on a regular step gradientdescent. It is a deterministic optimizer and advances the transformation parameters in thegradient direction. The step size is determined using a bipartition scheme, known from themathematical �eld of graph theory. Input parameters for the computation of the currentstep are the gradient and the direction of the previous step. This approach allows for thereduction of oscillation around local minima ([Bignalet-Cazalet, 2004], p.37).
Another optimizer tested uses a so-called (1+1) evolution strategy [Styner et al., 2000],originally developed for the analysis of medical imagery. It is a stochastic, nonlinear optimizerand belongs to the family of evolutionary algorithms. The basic idea is that a parametervector (containing the transformation parameters) represents an individual. The individual isasigned a certain energy value displaying its �tness (probability of survival). All individuals ofone iteration step form a population. The following optimization step mutates this population(parent population) and create a new population (children). Both generations are added andthe size of the combined population is reduced to the size of the parent population. Onlythe �ttest individuals survive. The mutation is carried out by a random vector. Its randomvalues are derived from a normal distribution with the dimension of the parameter space.The mean and the covariance matrix are computed from the current parent population. Incase the newly generated population consists of �tter individuals than the previous one, thecovariance matrix is increased by multiplication with a coe�cient. The covariance matrix ismultiplied with a shrink factor if the new generation is less �t.
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6 Results and Discussion
The previous chapters have explained in detail the components of the image fusion process.Two main components characterize our approach: a preparation for line extraction compo-nent and a registration component. Initially, the optical and the SAR image are preparedseparately for line extraction. Therefore, optical and SAR image are �rst ortho-recti�ed withrather general transformations. Once projected to the ground, preprocessing follows up. Theoptical image is smoothed with an anisotropic di�usion �lter and the SAR image is Frost�ltered. Both �lters consider local properties of the images. Thus, intra-region smoothing isconducted and contours are preserved. In order to distinguish between recti�ed ground andunrecti�ed buildings, a classi�cation takes place. It consists of two classi�cations, an initialone with Support Vector Machines and a �nal one with Markov Random Fields. In the nextstep, lines are extracted and distance maps calculated. Remember that line extraction is nec-essary because we deal with very high resolution imagery. Classical pixel based approachesfail, due to the high level of detail in the images and their multi-modality. The second com-ponent of our approach treats the images simultaneously. Two distance maps are input twoa modular registration framework. A registration is accomplished iteratively, registering theSAR image onto the optical image. In the following sections, results are provided for themain steps of the developed fusion approach. Finally, the outcomes of for di�erent fusiontest programs are shown and evaluated. Reconsider that the emphasis of this project is onthe overall development of the registration procedure. Thus, each component result may befurther improved.
6.1 Ortho-recti�cation
The �rst step of the image fusion consists of an ortho-recti�cation of both optical and SARimage. The programmed algorithms were tested using simulated DEMs (Fig. 6.1(a), (b), (c))since no real DEM was provided for the test images. The DEMs show the same size as theoptical and the SAR image, the grey values display the height and their unit is meters. Zeroelevation is displayed in black. The brighter the grey value becomes, the more elevated is theDEM. Since the image format (.png) only allows for integer grey values, the height di�erencebetween two neighboring pixels of di�erent color is at least one meter. As a consequence, the
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6 Results and Discussion
DEMs were only used for debugging the source code of the transformations. Fig. 6.2 andFig. 6.3 show the two test images as seen in Fig. 3.3 after deformation with DEMs fromFig. 6.1. It has to be reconsidered that inverse transforms have been used. In other words,the recti�ed image in image space is projected to the ground. In a real world application,the image in image space is the deformed one. Thus, the image in image space would berecti�ed. Here, the images are swapped for testing purposes.

(a) (b) (c)
Figure 6.1: (a) DEM inclined towards the right side with height values between 0 m and 255m, (b) DEM with height values between 0 m and 255 m showing a summit inits middle horizontal axis, (c) DEM with height values between 0 m and 150 msimulating a hilly landscape

(a) (b) (c)
Figure 6.2: (a) Optical image deformed with DEM 6.1(a), (b) Optical image deformed withDEM 6.1(b), (c) Optical image deformed with DEM 6.1(c)
Since the transformation is indirect (refer to section 5.2 for further details), the recti�edimage has to be determined iteratively. The height value for the �rst iteration has to beestimated. Our programm simply uses the mean height of the entire DEM. With this initialheight value, a �rst transformation is conducted. For the following iteration, the mean heightis calculated in a window, centered on the previously computed coordinate. It leads to a
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(a) (b) (c)
Figure 6.3: (a) SAR image deformed with DEM 6.1(a), (b) SAR image deformed with DEM6.1(b), (c) SAR image deformed with DEM 6.1(c)
re�ned transformation into the original image. This procedure is now continued iterativelyuntil the DEM window contains only one height value or the position change in the originalimage is below a speci�ed threshold. For the optical image, the inverse collinearity equationswere used (Eq. 3.3 and Eq. 3.4). The SAR image was ortho-recti�ed with the inverse Toutinequations (Eq. 3.5, Eq. 3.6 and Eq. 3.7). In contrast to the recti�cation of the opticalimage, the SAR image calls for an additional processing step. The unrecti�ed optical imageshows only regions the sensor can actually "see". This is not the case for SAR images dueto their slant range geometry. Occluded areas are shown in the image and appear as darkregions. Additionally, layover e�ects appear. With a DEM and the knowledge of the sensor'strajectory and attitude, a�ected regions can be determined. An algorithm proposed by [Meieret al., 1993] was implemented.
6.2 Results of the Classi�cation
The optical image was classi�ed into �ve classes, displayed by �ve di�erent colors (Fig. 6.4).The main goal is to classify the image into the recti�ed ground level and objects aboveground that have not been recti�ed. Therefore, the classes chosen for the optical image arevegetation (green), roof (blue), soil (brown), shadow (black) and facade (white). Vegetation,soil and shadow are considered as ground. Considering the class vegetation as ground canbe justi�ed for the test image because no trees or bushes exist. Soil incorporates all roads,parking lots and other non-elevated man made structures. The shadow class is considered asground because no elevated objects appear next to the buildings in our particular test image.Usually, the classi�cation of shadow as ground has to be thought over carefully since elevatedobjects may be hidden in shadowed areas. The SAR image was classi�ed into six classes(Fig. 6.5): occluded area (black), soil (brown), dark roof (yellow), vegetation (green), light
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roof (blue) and strong re�ectors (red). Occluded area, soil, vegetation and strong re�ectorsare considered as classes on the recti�ed ground level. As already mentioned for the shadowclass of the optical image, the occlusion class has to be reconsidered since elevated objectsmay be hidden inside. Strong re�ections in urban areas occur due to double bounce e�ects ofthe signal. Usually, this double bounce e�ect appears were building walls meet the ground.Bright L-shaped lines thus are good indicators for the ground level and can be used for theregistration. However, the double bounce e�ect may also occur if a building substructureexists on a roof.

(a) (b)
Figure 6.4: (a) Optical image classi�ed into �ve classes based on image statistics (3x3 �ltermatrix), (b) Optical image classi�ed into �ve classes based on image statistics(7x7 �lter matrix)
The input images for the SVM classi�cation were computed within two neighborhoods.Mean, median, standard variation, energy, entropy, skewness and kurtosis were calculatedwithin a 3x3 matrix and a 7x7 matrix. Since the 7x7 matrix enlarges the neighborhood,the classi�cation results are smoother. In particular, the classi�cation results obtained fromthe SAR image are a lot smoother if a larger neighborhood is used. This e�ect becomesobvious if Fig. 6.5(a) and Fig. 6.5(b) are compared. As already explained in chapter 4, theinput to the classi�cation should be the original image. However, tests were also conductedwith the Frost �ltered SAR image as input to the SVM classi�cation. This approach can bejusti�ed as long as consistency is kept during the entire classi�cation process. Therefore, itis not possible to use the SVM classi�cation of the Frost �ltered image as initialization forthe MRF classi�cation of the original SAR image and vice versa.
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6.2 Results of the Classi�cation

(a) (b)
Figure 6.5: (a) SAR image classi�ed into six classes based on image statistics (3x3 �ltermatrix), (b) SAR image classi�ed into six classes based on image statistics (7x7�lter matrix)

(a) (b)
Figure 6.6: (a) Frost �ltered SAR image classi�ed into six classes based on image statistics(3x3 �lter matrix), (b) Frost �ltered SAR image classi�ed into six classes basedon image statistics (7x7 �lter matrix)
The inputs to the MRF classi�cation are the optical image, the original SAR image andthe Frost �ltered SAR image. Additionally, the MRF classi�cation uses the SVM result as
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6 Results and Discussion
initialization. Several parameters have to be speci�ed. For each class, its grey value meanand standard deviation has to be provided because the likelihood term of the MRF assumesthe images to follow a Gaussian distribution, although we know this is not an accurate model(see chapter 3). Additionally, a weight parameter beta has to be speci�ed. It has to bereconsidered that beta weights the regularization term in relation to the likelihood term.Increasing beta puts a higher weight on the regularization term. Thus, the in�uence of thecliques of order two within the 8-connectivity neighborhood of the pixel increases.

(a) (b)
Figure 6.7: (a) The original optical image, (b) The original SAR image

The results of the entire classi�cation, SVM followed up by MRF, do not show very goodresults. Several reasons account for this lack of classi�cation quality. The �rst reason tobe thought of is the input statistics to the SVM classi�cation. It turns out that the chosenstatistics do not describe the image characteristics comprehensively enough for classi�cationpurposes. As soon as the input image does not show signi�cant grey value or texturesdi�erences between classes, the SVM algorithm will not succeed in distinguishing betweenthe feature vectors. Taking a look at our optical grey value image, we can clearly see thatonly very small texture di�erences exist between ground and roof. Additionally, the greyvalue amplitudes are very similar. The computed image statistics do not succeed in solvingthis problem. Another criteria for the performance of an SVM algorithm is its mathematicalsophistication. In our case, the SVM algorithm is based on a linear model. In consequence ofthis simple mathematical model, similar feature vectors cannot be separated by a hyperplane,i.e. the classi�cation fails. Therefore, non-linear SVMs should be tested in order to enhance
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6.2 Results of the Classi�cation

(a) (b)
Figure 6.8: (a) The original optical image after classi�ed with MRF, beta set to 4, initial-ization with SVM classi�cation result from Fig. 6.4(a), (b) The original opticalimage after classi�cation with MRF, beta set to 5, initialization with the SVMclassi�cation result from Fig. 6.4(b)

(a) (b)
Figure 6.9: (a) The original SAR image classi�ed with MRF, beta set to 3, initialization withSVM result from Fig. 6.5(a), (b) The original SAR image classi�ed with MRF,beta set to 4, initialization with SVM result from Fig. 6.5(b)
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(a) (b)
Figure 6.10: (a) The Frost �ltered SAR image after classi�cation with MRF, beta set to 4,initialization with SVM result from Fig. 6.6(a), (b) Frost �ltered SAR imageclassi�ed with MRF, beta set to 4, initialization with SVM classi�cation resultfrom Fig. 6.6(b)
the classi�cation results. Taking into account those drawbacks, the initial classi�cation forthe MRF re�nement already lacks quality.
The MRF classi�cation used in this project assumes the image grey values to follow aGaussian distribution. This fact can more or less be justi�ed for the optical image but notfor the SAR image. The SAR image classi�cation wit SVM su�ers from similar problemsas the optical image but the consequences are worse. The statistical parameters which areput into the SVM algorithm do not allow for su�cient distinction between the classes. Inparticular, the distinction between vegetation and roof has to be considered almost a failure.The results do not signi�cantly improve using the MRF classi�cation for a very particularreason. The MRF classi�cation deployed in this project considers the grey values of the imageto follow a Gaussian distribution. While this fact can be justi�ed for the optical image, it lacksjusti�cation for the SAR image. As explained in detail in section 3.4.2, the mathematicalmodel of the SAR image is considered multiplicative and the speckle e�ect exists. Thedistribution of the SAR amplitude image is not Gaussian. Hence, the distribution of the SARimage used in this project cannot be assumed to be Gaussian. A possible solution to thisissue is given in [Tison et al., 2004]. A mathematical model relying on the Fisher distributionis proposed in order to model high resolution scenes of urban areas. An alternative approach
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6.3 Feature Extraction Results
for the classi�cation of optical imagery based on watersheds and self-organizing Kohonenmaps [Kohonen, 1990] was proposed in [Poulain, 2007]. The watershed segmentation leads tosegments that are statistically and geometrically analysed. For example, invariant geometricmoments proposed in [Flusser and Suk, 2006] are one component of the input feature vectorto the Kohonen map. Using rotationally invariant geometric moments could improve ourclassi�cation results as well because we deal with urban areas. In urban areas, geometricinformation is densely distributed. In our project, no geometric information has been includedfor the classi�cation. Its introduction would enhance classi�cation results.
6.3 Feature Extraction Results
Lines were extracted from the optical image (Fig. 6.11(a)) and from the SAR image (Fig.6.11(b)). The lines in the optical image were extracted with the Canny edge detector. Beforeline extraction was conducted, the optical image was �ltered with the anisotropic di�usion�lter.

(a) (b)
Figure 6.11: (a) Lines extracted with the Canny algorithm applied to the anisotropic di�usion�ltered optical image, (b) Lines extracted with the Tupin algorithm applied tothe Frost �ltered SAR image
Lines in the SAR image were extracted using the algorithm developed by [Tupin et al.,1998] and a threshold was applied. The input to the algorithm was the Frost �ltered SARimage. This line extraction algorithm was adapted to SAR imagery. Hence, good results canalso be obtained with the original SAR image as input. However, testing showed that the
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6 Results and Discussion
line extraction based on the Frost �ltered image improves results. The grey values of the lineimages have been inverted for visualization reasons. Obviously, the line extraction results callfor further enhancement. In particular the lines obtained from the SAR image show manysmall line pieces which leads to problems during the registration process. Improvementsshould comprise the assembly of many small line pieces to longer line segments. Small linepieces that do not contribute to the construction of longer line segments should be eliminated.Di�erent approaches may be thought of e.g. based on a Hough transformation. Additionally,algorithms capable of providing the desired properties already exists in several road networkextraction or road network updating softwares. They should be tested on the images of thisproject in order to re�ne line extraction results.
6.4 Fusion Results
After ortho-recti�cation, preprocessing, classi�cation and line extraction, distance maps arecalculated (see Fig. 4.8). Their computation is based on the line images. Each pixel valuein the distance image displays its Euclidean distance to the closest pixel of a line object.Distance mapping was found necessary in order to prevent residuals that arise from di�erentabsolute line positions. For the fusion step, the optical distance map and the SAR distancemap are input to the ITK registration framework. We de�ne one image to be the �xedimage and the other one to be the moving image. The moving image will be deformed andmapped onto the �xed image. In our case, we choose the optical distance map as �xedimage. Hence, the SAR distance map is mapped onto the optical one. In order to visualizethe �nal registration results, a checkerboard image is introduced (Fig. 6.12). The inputs tothe checkerboard image are the �xed image and the resulting deformed SAR image after theregistration.

(a) (b) (c)
Figure 6.12: (a) Fixed image (optical), (b) Deformed moving image (SAR), (c) Checkerboardof the two images
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6.4 Fusion Results
Remember that the registration has a modular architecture. Its four modules have to bechosen carefully in order to achieve meaningful results. A transform and an interpolator arespeci�ed for the mapping. In order to measure the similarity of the �xed and the deformedmoving image, a metric is speci�ed. An optimizer drives the adjustment of the iterativesearch for appropriate transform parameters, depending on the metric values. The greaterthe similarity between �xed and deformed moving image, the better the optimizer convergestowards a su�cient solution. A variety of algorithms for any modul exist. The algorithmschosen for our image registration are described in chapter 5. All of them have di�erentproperties. By chosing appropriate module combinations, the registration framework canbe adapted to the particular input images. In this project, we test four di�erent modulecombinations in separate test programs (Tab. 6.1).
Test Program Transformation Interpolator Metric OptimizerProgram A Rot. + Transl. Bilinear Mean Squares Reg. Step Grad. Desc.Program B Rot. + Transl. Bilinear Norm. Cross-Corr. Reg. Step Grad. Desc.Program C Rot. + Transl. Bilinear Mutual Inf. 1+1 EvolutionaryProgram D Rot. + Transl. Bilinear Norm. Cross-Corr. 1+1 Evolutionary

Table 6.1: Registration test programs
Since the performance very much depends on the transform parameters, the same simpletransform is used for all four test programs. It applies a centered rotation, followed by atranslation in x and y. The center can either be the grey value gravity center or the geomet-ric center of the image. Since our test images cover the same ground region, the transform iscentered on the geometric image center. The interpolation has the least impact on the reg-istration result. Hence, bilinear interpolation is conducted in all registration test programs.Hence, the entire mapping part (transform and interpolation) is not varied. Three di�er-ent metrics are tested: mean squares, normalized cross-correlation, and mutual information.Optimizers drive the execution of the registration process. We test two optimizers: regularstep gradient descent and 1+1 evolutionary. Di�erent parameters have to be speci�ed foreach module. Thus, the number of parameters varies for the four test programs. Initialparameters have to be input to them. They have a big impact on the quality of the result,the computational costs and the convergence. We distinguish between the initial transformparameters and the parameters for the optimizer. Although the chosen transformation hasonly �ve parameters (the rotation angle, the image center coordinates, two translations),attention has to be paid to di�erences in the corresponding units. The angle has the unitradian ([rad]) and hence the values are in the range [��; �]. However, the rotation centerand the translations are measured in millimeters ([mm]). Hence, di�erent scales have to be
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6 Results and Discussion
chosen for the parameter optimization. This normalization of the parameter scales is abso-lutely necessary in order to obtain su�cient results with the ITK registration framework.The 1+1 evolutionary optimizer parameters and the regular step gradient descent optimizerparameters de�ne the capture radius and the maximum number of iterations. Additionally,the regular step gradient descent optimizer calls for an initial step length, a minimum steplength and a relaxation factor. The initial step length de�nes the initial change of the trans-form parameters. A relaxation factor speci�es the rate at which the optimizer's step lengthin parametric space is reduced. Minimum step length de�nes the convergence tolerance, i.e.the parameter change for the �nal transform. As soon as minimum step length is reached,the registration ends. In case, the optimizer does not reach the minimum step length, themaximum iteration number terminates the registration process.

(a) (b)
Figure 6.13: (a) SAR Image after registration with Program A, (b) SAR Image registeredonto the optical image with Program A

Test Program Rotation [deg] Translation in x, y [mm]Program A 7.15 39.29, -45.83Program B 10.01 71.02, -60.03Program C 2.30 31.78, -6.84Program D 4.33 33.12, -27.59
Table 6.2: Final transformation parameters that are applied to the SAR image
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6.4 Fusion Results

(a) (b)
Figure 6.14: (a) SAR Image after registration with Program B, (b) SAR Image registeredonto the optical image with Program B

(a) (b)
Figure 6.15: (a) SAR Image after registration with Program C, (b) SAR Image registeredonto the optical image with Program C
A performance evaluation of the four test programs reveals the pros and cons. Test programA gives good results (Fig. 6.13). It is relatively fast to compute, too. Image metric (meansquares) and optimizer (regular step gradient descent) work well on the distance images. The

73



6 Results and Discussion

(a) (b)
Figure 6.16: (a) SAR Image after registration with Program D, (b) SAR Image registeredonto the optical image with Program D
outcome is also fairly accurate. Program B provides the best results in terms of accuracy(Fig. 6.14) and computation speed. The metric based on normalized cross-correlation incombination with the regular step gradient descent optimizer is the best combination for ourcase. Program C is the least accurate, probably due to its metric based on mutual informa-tion. Actually, mutual information is usually applied directly to multi-modality imagery withdi�erent radiometries. In our case, there is no need for using a mutual information metric.Due to our main idea of feature based registration, the radiometric di�erences disappear.Hence, we measure the similarity of two images with the same radiometry: the distanceimages. Program D (Fig. 6.16) provides better results than C but the inital parametersare di�cult to adjust. Small changes in the initial parameters lead to big changes in theoutcome. Metric (normalized cross-correlation) and optimizer (1+1 Evolutionary) do notwork well together. Considering the results of the test programs, it becomes obvious thatthe 1+1 evolutionary optimizer and the mutual information metric are not appropriate forregistering the distance images. Combinations of the normalized cross-correlation metric andthe mean squares metric with the regular step gradient descent optimizer give good results.Since no radiometric di�erence appear, these two metrics are su�cient for registering thedistance images.
In fact, the transformation implemented in the ITK registration framework is too simplefor a comprehensive modelling of the SAR residuals. Other rigid transformations would
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6.4 Fusion Results
provide better results e.g. an a�ne transformation or a rational polynomial transform. Itis also possible to use the initial collinearity equation or the radar equation respectively astransformations. Both collinearity and radar equation were tested but showed to be verycomplexe in terms of parameter estimation. Since they show at least eleven parameters,the optimizers provided in ITK showed convergence di�culties. It was found that the ITKoptimizers work �ne with transforms containing not more than seven parameters. Transformsthat show more than seven parameters, like the collinearity and the radar equations, have tobe split up. The optimization may then be conducted in several steps. Usually, the �rst stepto be optimized is the rotation, followed by a translation. Thereafter, scales can be optimizedand so on. This step-wise optimization could be carried out iteratively thus re�ning the entireoptimization. Additionally, tests should be conducted with non-rigid transformations thatalign the images locally. For example, an approach based on the �nite elements method(FEM) provided in OTB may be thought of.
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7 Conclusions and Future Perspectives
We began the description of the optical/SAR image fusion with the theoretical background.Thereafter, the test data was introduced and the entire registration strategy was outlined.In the following chapters and sections, a detailed understanding of each image registrationcomponent was provided step by step. Results were displayed and discussed component-wisein the previous chapter. This chapter gives a summary of the project (section 7.1), drawssome �nal conclusions and �nishes with an outlook (section 7.2).
7.1 Summary
The goal of this project was the development of a fusion strategy for high resolution opticaland SAR images (Fig. 7.1). Due to the di�erent sensors and the high resolution of theimages, classical pixel based approaches fail. Hence, our main idea was image fusion basedon extracted features. Since we deal with urban scenes, lines were extracted. In order toprepare for line extraction, both images were ortho-recti�ed. Distortions due to the di�erentsensor geometries and the terrain were reduced with rather general geometric models. Forthe optical case, the collinearity equations were used. The SAR image was recti�ed withthe Toutin equations. In the next step, the optical image was �ltered with an anisotropicdi�usion �lter and the SAR image was Frost �ltered for despeckling reasons. Following upwas a classi�cation in order to distinguish between recti�ed ground and unrecti�ed buildings.Initially, a Support Vector Machines classi�cation was carried out. Thereafter, preliminaryclassi�cation results were re�ned with a Markov Random Field classi�cation. Finally, linescould be extracted. We applied the Canny �lter to the optical image and the Tupin linedetector to the SAR image. Then, distance maps were calculated. This step was found nec-essary in order to avoid errors introduced by di�erent absolut positions of the extracted lines.The distance maps were input to the ITK registration framework and registered iteratively.Four programs, combining various mappings, metrics and optimizers, were tested. A rathersimple mapping algorithm was implemented. It consists of a centered rotation plus trans-lation and a bilinear interpolation. Best performances could be achieved with a normalizedcross-correlation metric and a regular step gradient descent optimizer. Finally, we obtaineda deformed SAR image that was successfully registered onto the optical image.
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Figure 7.1: Review of the entire image optical/SAR image fusion
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7.2 Conclusions and Outlook
7.2 Conclusions and Outlook
In conclusion, the overall registration strategy proved to be successfull. Its integration intothe ORFEO Toolbox will provide additional possibilities. It will give new ideas and serve asa basis for further improvements. None the less, further re�nement of all components wouldsigni�cantly improve results.

� The ortho-recti�cation of the SAR image could possibly be enhanced with an approachbased on Doppler and range equations [Raggam et al., 1993; Gelautz et al., 1998;Sörgel, 2003]. Since this alternative approach contains the real physical parameters ofthe SAR sensor, a re�nement of the satellite's parameters is also possible [CNES andENST, 2005].
� The detection of occluded and layover regions is imperative and should be furthertested in the �rst place. The implemeted algorithms could only be tested with thesimulated DEMs, yet. Disturbing e�ects occur due to the high di�erence betweenneigboring height values. They should be tested with real DEMs in order to evaluatethe performance of the programmed algorithm.
� For this project, the SVM classi�cation had to be tested but does not show su�cientoutcomes. Alternative classi�cation approaches should be tested, too, in particular forthe optical image. Watershed segmentation followed up by a classi�cation with self-organizing Kohonen feature maps shows promising results. For the SVM classi�cation,the incorporation of further descriptive features, e.g. geometric moments, would prob-ably also improve results. The inclusion of semantic information could be thought of,too. For example, the distinction between ground and roof in the SAR image couldbe enhanced by declaring all regions, framed by L-shaped bright lines and occluddedareas, as roofs.
� The Markov Random Field classi�cation of the SAR image assumes a Gaussian distribu-tion. As already previously outlined, an amplitude SAR image is Rayleigh distributed.For urban scenes, approaches, based on the Fisher distribution, have been successfullytested. In order to improve MRF classi�cation results of the SAR image, an appropriatedistribution has to be chosen and integrated into the source code.
� Feature extraction already works well and thus only calls for minor changes. Thenumber of small line pieces should be signi�cantly reduced. Lots of small line pieceslead to disturbing e�ects in the distance maps. Longer line segments could be derivedfrom the assembly of multiple line pieces. An approach originally developed at the
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CNES for the extraction of road networks could possibly solve this issue. It still has tobe adapted to the SAR image though.

� So far, the threshold of the Tupin line detector is chosen manually. In order to not onlyadapt the algorithm to our test image but to all kinds of SAR images, an automaticthreshold determination is necessary.
� Another part calling for improved performance is the mapping component of the ITKregistration framework. In order to really take care of the residuals still present inthe SAR image, more sophisticated transforms are absolutely necessary. At least,anisotropic scaling has to be integrated as soon as possible. Furthermore, non-rigidtransformations should be tested. An algorithm based on the Finite Elements Method(FEM) already exists in OTB. It will be applied to the test images leading to disparitymaps.
� After re�nement of the image fusion algorithm, the computation of Digital SurfaceModels (DSM) seems possible. Reconsider that all elevated objects in the opticaland in the SAR images stay distorted. Due to the di�erent sensor geometries, theyshow di�erent perspectives of the same objects. Thus, three-dimensional constructionof buildings, based on the unrecti�ed regions in optical and SAR image, could beintegrated.
� Finally, the entire fusion strategy should be tested on further test images and corre-sponding DEMs! Throughout this entire project, all algorithms developed and pro-grammed have been evaluated with only one optical and one SAR image. All DEMshave been simulated.
In conclusion, the entire fusion, classi�cation and DSM computation should be regardedas one step. Since improved classi�cation results will lead to an improved fusion and viceversa, an iterative procedure could be thought of. Results of a �rst fusion/classi�cation/DSMshould be input to a second one and so on.
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Annex A

The ORFEO Program
The Optical and Radar Federated Earth Observation program (ORFEO) is a French-Italianhigh resolution earth observation satellite programme, incorporating the optical system Pléi-ades (France) and the SAR system COSMO-SkyMed (Italy). It was designed to satisfy bothcivilian and military needs. Key �elds of applications are: Defence, risk management andassessment, humanitarian aid, cartography, urban and rural planning, geology, geophysics,hydrology, agriculture, forestry, sea and coastline monitoring.

(a) (b)
Figure 7.2: (a) Simulation of a Pléiades satellite on its orbit ( c CNES), (b) Structure of thePléiades satellites ( c CNES)
With its two agile satellites the optical system Pléiades is capable of providing (parameterstaken from the CNES webpage [CNES, 2007c]):
� daily access to every point on earth (excluding inner polar regions),
� a resolution of 0.7 m in vertical viewing panchromatic mode,
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� four spectral bands (blue, green, red and near infrared, see Fig. 7.2) with a resolutionof 2.8 m in vertical viewing,
� a �eld of view of 20 km,
� an acquisition of a 120 km by 120 km mosaic in the same orbit,
� nearly instantaneous stereoscopic image couples (or even triplet) of 20 km by 300 km,
� cloud free images covering a total area of 2,500,000 km2 per year,
� a very accurate positioning of the images (<1 m/1000 km with ground control points)facilitating data exploitation within Geographical Information Systems (GIS) (see po-sitioning devices in Fig. 7.2(b)).

Figure 7.3: Spectral bands of the Pléiades satellites ( c CNES)
With its four �exible SAR satellites (see Fig.7.2 for satellite layout) the COSMO-SkyMedsystem is capable of providing (parameters taken from the ASI webpage [, ASI]):
� all weather and night/daylight observations with X-Band SAR,
� multi-polarimetric and multi-temporal imaging modes,
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� images in ScanSAR mode (swathwidth 100 by 100 km2, geometric resolution 30 - 100m),
� images in Stripmap mode (swathwidth 30 by 30 km2, geometric resolution 3 - 15 m),
� images in Spotlight mode (swathwidth 10 by 10 km2, geometric resolution 1 m),
� revisit time of any point on earth (excluding the inner polar regions) of less than 12hours with all four satellites operational,
� interferometric image couples with a temporal separation of four days (in normal mode)or 20 seconds (in tandem mode),
� image delivery for very urgent applications within 18 hours,
� overall system lifetime of 15 years with an individual satellite lifetime of �ve years.

Figure 7.4: Layout of the COSMO-SkyMed satellites ( c ASI)
In order to prepare for the exploitation of high resolution images captured by the ORFEOsensors, the ORFEO Accompaniement Programme (refer to the webpage [CNES, 2007b] forlatest updates) was set up. Initialized and led by CNES, it was started in mid 2003 andwill last until 2009 (Fig.7.2). It consists of a methodological part and a thematic part. Thethematic part covers a large range of applications (see �rst paragraph of this section) whichare developed in close cooperation with the end users. Several thematic working groups existin order to specify and validate value added products and services necessary for a successfuloperational period. The methodological part's objective is the de�nition and development
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of tools for the achievement of tasks speci�ed by the thematic working groups. The projectpresented in this report was part of this methodological part and adds functionalities tothe ORFEO Toolbox (OTB). OTB is an open source software library for remote sensingimagery processing. It contains a set of algorithms for the operational exploitation of thefuture submetric radar and optical images (e.g. three dimensional aspects, change detection,texture analysis, pattern matching and optical radar complementarities). It is mainly buildaround the National Library of Medecine Insight Segmentation and Registration Toolkit(ITK) [Kitware, 2007], an open source software library facilitating the analysis of medicalimages. The approach presented in this report relies on already developed algorithms of OTBand adds new tools. The proposed image registration algorithm will be integrated into OTBafter testing.

Figure 7.5: Timeline of the Pléiades programme ( c CNES)
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Annex B

Input statistics and texture parameters for the SVM
classi�cation
The following image properties were determined. An image stack was constructed out ofthese seven image layers.

� Mean:
g0i;j = Pi+mi=i�mPj+mj=j�m gi;jn (7.1)

with the number of rows i, the number of columns j, the �lter kernel radius m, theamount of pixels inside the �lter kernel n, the current greyvalue of the input image gi;jand the new grey value for the output image g0i;j .
� Median:

g0i;j = gn+1
2

if n is odd (7.2a)
g0i;j = 12 �gn

2
+ gn

2+1� if n is even (7.2b)
� Entropy:

g0i;j = 2k�1X
i=0 Pilog2 1Pi (7.3)

with the number of bits per pixel k i.e. each pixel may have a value between 0 and2k � 1. The probability that the pixel of interest has the value i is described with Pi.
� Energy:

g0i;j = 2k�1X
i=0 g2i (7.4)
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� Standard deviation:

g0i;j =
sPi+mi=i�mPj+mj=j�m(gi;j � �)2n� 1 (7.5)

with the greyvalue mean of the pixels inside the �lter kernel �.
� Skewness:

g0i;j = Pi+mi=i�mPj+mj=j�m(gi;j � �)3n (7.6)
� Kurtosis:

g0i;j = Pi+mi=i�mPj+mj=j�m(gi;j � �)4n (7.7)
All image layers were linearly rescaled between -1 and +1 since it is the required greyvalueinput range for the SVM classi�cation.
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Supplementary Equations
Rotation matrix of the collinearity equations:
r11 = cos' � cos� r12 = �cos' � sin� r13 = sin'r21 = sin! � sin' � cos�+ cos! � sin� r22 = �sin! � sin' � sin�+ cos! � cos� r23 = �sin! � cos'r31 = �cos! � sin' � cos�+ sin! � sin�� r32 = cos! � sin' � sin�+ sin! � cos� r33 = cos! � cos'

Table 7.1: Elements of the rotation matrix
Corrections to image coordinates due to radial distortion (most signi�cant optical pertur-bation):

�r = K1 � r3 +K2 � r5 +K3 � r5, r =q(x� xp)2 + (y � yp)2dxdist�r = xr � �r, dydist�r = yr � �r
Table 7.2: Radial lens dirstortion with Ki: radial distortion coe�cients, r: radial distance,x; y: image coordinates of the point of interest, xp; yp: projection of the principalpoint onto the focal plane (does not necessarily coincide with the center of the CCDarray), dxdist�r; dydist�r: corrections to the image coordinates [Fraser, 2007a]
Corrections to image coordinates due to decentering distortion (a small perturbation):
dxdist�d = P1 � �3 � x2 + y2�+ 2 � P2 � xy, dydist�d = 2 � P1 � xy + P2 � �x2 + 3 � y2�

Table 7.3: Decentering dirstortion with Pi: decentering distortion coe�cients, x; y: imagecoordinates of the point of interest, dxdist�d; dydist�d: corrections to the imagecoordinates [Fraser, 2007a]
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Programmed source code
The image fusion strategy proposed in this project was programmed in C++, based onOTB. In the following, the most important source code �les are listed. Three di�erent typesof source codes have to be distinguished: the �les implememting the algorithms (.txx), thecorresponding header �les (.h) and the test programs (.cxx).
Computation of the SAR amplitude image

� ImageVectorConvertRescale.cxx

Geometric Transformations for the Ortho-recti�cation
Inverse collinearity transformation with three rotation angles:

� itkCollinearity3DTransform_Inverse.txx

� itkCollinearity3DTransform_Inverse.h

� itkResampleImageDTMFilter.txx

� itkResampleImageDTMFilter.h

� transform_collinearity3D_7param_inverse.cxx

Direct collinearity transformation with rotation matrix elements:
� itkRatioPolynomial3DTransform_15param.txx

� itkRatioPolynomial3DTransform_15param.h

� itkResampleImageDTMFilter.txx

� itkResampleImageDTMFilter.h
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� transform_ratiopoly_3D_15param.cxx

Inverse collinearity transformation with rotation matrix elements:
� itkRatioPolynomial3DTransform_15param_Inverse.txx

� itkRatioPolynomial3DTransform_15param_Inverse.h

� itkResampleImageDTMFilter.txx

� itkResampleImageDTMFilter.h

� transform_ratiopoly_3D_15param_inverse.cxx

Iterative ortho-recti�cation for the optical image:
� itkCollinearity3DTransformIterative.txx

� itkCollinearity3DTransformIterative.h

� itkResampleImageDTMIterative.txx

� itkResampleImageDTMIterative.h

� transform_collinearity3D_iterative.cxx

Direct Toutin SAR transformation:
� itkSAR3DTransform_11param.txx

� itkSAR3DTransform_11param.h

� itkResampleImageDTMFilter.txx

� itkResampleImageDTMFilter.h

� transform_SAR_3D_11param.cxx

Inverse Toutin SAR transformation with centered image coordinates:
� itkSAR3DTransform_11param_Inverse_Centered.txx

� itkSAR3DTransform_11param_Inverse_Centered.h

� itkResampleImageDTMFilter.txx

� itkResampleImageDTMFilter.h
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� transform_SAR_3D_11param_inverse_Centered.cxx

Iterative ortho-recti�cation for the SAR image:
� itkSAR3DTransformIterative.txx

� itkSAR3DTransformIterative.h

� itkResampleSARDTMIterative.txx

� itkResampleSARDTMIterative.h

� transform_SAR3D_iterative.cxx

Detection of regions a�ected by occlusion or layover in the SAR image:
� itkLayoverShadowDetection.txx

� itkLayoverShadowDetection.h

� itkLayoverShadowDetection.cxx

Classi�cation
Classi�cation with SVM:

� metricsSVM.cxx

� Vectorization.cxx

� SVMImageEstimatorClassificationMultiExample_5Classes.cxx

� SVMImageEstimatorClassificationMultiExample_6Classes.cxx

Classi�cation with MRF:
� MarkovFrameworkExampleJan_OPTOrig.cxx

� MarkovFrameworkExampleJan_SAROrig.cxx

� MarkovFrameworkExampleJan_SARFrost.cxx
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Feature Extraction
Point detection with the Lopes point detector:

� LopesImageFilter.txx

� LopesImageFilter.h

� LopesImageFilter.cxx

Line detection in the optical image:
� CannyEdgeDetectionImageFilter.cxx

Line extraction in the SAR image with the Tupin algorithm:
� AssymmetricFusionOfLineDetectorExample.cxx

Distance Mapping with the Danielsson approach:
1. DanielssonDistanceMapImageFilter.cxx

Registration
Registrations used in this project:

� reg_MeanSquares_RotTransl_GradientDescent.cxx (Program A)
� reg_NormCorr_RotTransl_GradientDescent.cxx (Program B)
� reg_MutInf_RotTransl_OnePlusOne.cxx (Program C)
� reg_NormCorr_RotTransl_OnePlusOne.cxx (Program D)

Tests with the collinearity/Toutin equations and an image pyramid as input:
� reg_test_MeanSquares_Toutin_GradientDescent.cxx

� reg_test_MeanSquares_Toutin10param_GradientDescent.cxx

� reg_test_MeanSquares_Collinearity_GradientDescent.cxx

� reg_test_NormalizedCorrelation_Collinearity_GradientDescent.cxx

� reg_test_MattesMutual_Collinearity_OnePlusOne.cxx
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